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PREFACE

A NATO Advanced Study Institute (ASI) on the Behavior of Systems in the
Space Environment was held at the Atholl Palace Hotel, Pitlochry,
Perthshire, Scotland, from July 7 through July 19, 1991. This publication
is the Proceedings of the Institute.

The NATO Advanced Study Institute Program of the NATO Science
Committee is a unique and valuable forum, under whose auspices almost one
thousand international tutorial meetings have been held since the inception
of the program in 1959. The ASI is intended to be primarily a high-level
teaching activity at which a carefully defined subject is presented in a
systematic and coherently structured program. The subject is treated in
considerable depth by lecturers eminent in their field and of international
standing. The subject is presented to other scientists who either will
already have specialized in the field or possess an advanced general
background. The ASI is aimed at approximately the post-doctoral level.

This ASI emphasized the basic physics of the space environment and
the engineering aspects of the environment’s interactions with spacecraft.
The objective of the ASI was to bring together the latest data
characterizing the space environment and the analyses of the interactions
of spacecraft systems operating in that environment. The timeliness of this
ASI is highlighted by the convergence of two major science and technology
endeavors. The first is the emerging perspective of the space environment
that has resulted from the vast quantity of new data on space physics that
has been obtained recently. These data have provided a revised
understanding of the near-earth space environment as well as the
interplanetary regiors. The second is related to the worldwide renewal of
interest in extended space operations for military, commercial, and
scientific missions.. The ability of the spacecraft engineers to properly
design and build spacecraft to accommodate the interactions of their
systems with the space environment will pace the future uses of space.

The theme of the Institute was <“he enhancement of scientific
communication and exchange among academic, industrial, and government
laboratory groups having a common interest in the behavior of systems in
the environment of space. In line with the focus of the Institute, the
program was orggnized into three main sessions: an introduction to and
historical perspective of the space environment; the physics of the
interactions of materials and components with the space environment; and,
lastly, the engineering of systems for operations in the environment.

The first session opened with an historical overview of the
exploration of the space environment. Early scientific endeavors to
understand the upper atmosphere, the Earth’s magnetic field, solar

ix




X THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

radiation, the ionosphere, and Van Allen Belts were presented by a pioneer
in the field. This was followed by an overview of the environment from a
systems perspective with an emphasis on the environmental factors affecting
system performance and lifetime. Individual lectures were then given to
detail and update the data and understanding of the roles of the Sun,
magnetosphere, upper atmosphere, ionosphere, cosmic and energetic particle
radiation, and micrometeoroid and debris fluxes. The dynamics and cyclic
variations of these sources and their features were discussed as well as
the attempts to model them.

To understand the fundamentals of the behavior of systems in the
space environment, lectures were organized in the second major session on
the interaction of the space environment with materials and system
components. As the multi-disciplinary character of the interacting
environment developed, the lectures began to focus on the total,
synergistic effect of the environment on systems: the erosion of
spacecraft materials by atomic oxygen, Shuttle experiments including the
Long Duration Exposure Facility (LDEF), synergistic effects due to VUV
radiation and a detailed description of the local neutral spacecraft
environment due to outgasing and plume impingements. Detailed modeling of
particle emission by surfaces, low-density wake phenomena and anomalies due
to spacecraft orientation, and radiation damage to surfaces and materials
were also presented. The session concluded with lectures on particle
transport simulation methods useful in the study of shielding effects,
spacecraft charging from the space plasma, and several other plasma
phenomena affecting spacecraft operations.

The final session included lectures covering specific space systems
and missions. The experimental, theoretical, and computational research
efforts that comprise the SPEAR (Space Power Experiments Aboard Rockets)
program were presented together with a comprehensive review of the latest
results from LDEF, a detailed analysis of the Oedipus-A experiment (a
rocket-launched double payload connected by an electrically conducting
tether, 960 m long), and an analysis of the CRRES mission. Finally, the
limitations imposed by the environment on human performance and on future
commercial activity were reviewed.

The initial pace of the Institute allowed ample time for informal
discussion sessions to be organized and scheduled by the participants and
lecturers with the encouragement and assistance of the Directors. As the
Institute progressed, the interest and demand for these additional sessions
grew and they consumed much of the unscheduled time. A departure from the
normal format of an ASI which greatly enhanced this Institute was the
opportunity for participants to contribute poster papers in two evening
sessions. The posters remained in place during virtually the entire ASI and
served as a catalyst for technical interaction among the participants
during all of the breaks. Thirteen of these poster pape:s hLave been
selected by the editors for inclusion in the proceedings and are presented
in the appendix.

The Institute was attended by one hundred participants and lecturers
representing Canada, Finland, France, Germany, Greece, India, Ireland, the
Netherlands, the Republic of China, Turkey, the United Kingdom, and the
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United States. A distinguished faculty of lecturers was assembled and the
technical program organized with the generous and very capable assistance
of an Advisory Committee composed of Dr. Jean-Claude Mandeville (France),
Dr. Rarty Liang (USA), Professor J. A.M. McDonnell (UK), Dr. Gordon L.
Wrenn (UK), Dr. Carolyn Purvis (USA), and Professor R. C. Tennyson
(Canada). The Institute was organized and directed by Dr. Robert N. DeWitt
(USA), Dr. Dwight Duston (USA), and Dr. Anthony K. Hyder (USA).

The value to be gained from any ASI depends on the faculty - the
lecturers who devote so much of their time and talents to make an Institute
successful. As the reader of these proceedings will see, this ASI was
particularly honored with an exceptional group of lecturers to whom the
organizers and participants offer their deep appreciation.

We are grateful also to a number of organizations for providing the
financial assistance that made the Institute possible. Foremost is the NATO
Scientific Affairs Division which provided not only important financial
support for the Institute, but equally important organizational and moral
support. In addition, the following institutions made significant
contributions: Auburn University, Naval Surface Warfare Center, Strategic
Defense Initiative Organization, Air Force Office of Scientific Research,
Air Force Phillips Laboratory, EOARD in London, Industrial Technology
Research Institute, Naval Research Laboratory, Jet Propulsion Laboratory,
and the NASA Centers for the Commercial Development of Space.

It is ~ pleasure to acknowledge the. work of the Institute
administrative and secretarial staff whose tireless efforts were critical
to the success of the Institute: Don Parrotte and Jerri LaHaie of the
Continuing Education Office of Auburn University, Alice Gehl of the
Strategic Defense Initiative Organization, Maria Baxter of the Naval
Surface Warfare Center, and Alison Rook of the University of Kent.

We would also like to thank Dougal Spaven, the general manager of the
hotel hosting the ASI; his wife, Sally, whose extensive knowledge of
Scottish lore made the excursions as informative as the Institute; and all
of the staff at the Atholl Palace Hotel for a truly enjoyable and memorable
two weeks in the Scottish Highlands. Their warm friendliness made all the
attendees feel most .welcomed and the superb accommodations, meals, service,
and meeting facilities cf the Atholl Palace made the venue ideal for an
ASI. To the Tenth Duke of Atholl, our thanks for the use of Blair Castle
for a magnificent banquet and for an evening that will long remain in the
memories of all who were there.

A very special acknowledgment goes to Susie M. Anderson and her staff
at the EG&G Washington Analytical Service Center in Dahlgren, Virginia.
They undertook the very challenging task of centrally retyping the
lecturers’ manuscripts and of producing a camera-ready document for Kluwer
Academic Publishers. Thank you all for your long hours and hard work.

One of the editors (AKH) would like to acknowledge especially the
Space Power Institute and Auburn University for the encouragement they have
given before, during, and long after the time of the ASI. Much of the work
of organizing the ASI was done while this editor was on the faculty of
Auburn and the continued support of the University is greatly appreciated.
To Paul Parks, Frank Rose, Ray Askew, and Cal Johnson: thank you!
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And, finally, all of our thanks go to the people of Perthshire,

Scotland, who certainly displayed, in every way, ‘Ceud Mile Failte' (Gaelic
for 'A Hundred Thousand Welcomes'’).

Robert N. DeWitt

Dwight Duston
Washington, DC USA
Anthony K. Hyder

Notre Dame, Indiana USA

December, 1992
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NEAR EARTH SPACE, A HISTORICAL PERSPECTIVE

H. FRIEDMAN
U.S. Naval Research Laboratory
Washington, DC

ABSTRACT. Early scientific interest in the upper atmosphere stemmed from
observations of the earth’s magnetic field and studies. of auroras.
Marconi'’s successful transmission of a radio signal across the Atlantic led
to the concept of the ionosphere. Further progress was slow until the
advent of rockets and satellites to study the terrestrial environment
directly at high altitudes. The discoveries of solar x-rays, extreme
ultraviolet light and the solar wind, followed by the Van Allen Belts, led
to a rapid maturing of contemporary solar-terrestrial and magnetospheric
physics.

Introduction

William Gilbert wrote in 1600 — "the terrestrial globe is itself a great
magnet" — with north and south poles defining the axis of a simple dipole.
Its field was believed to stretch undistorted into the far reaches of outer
space. Modern space observations have shown that the dipole field is
grossly distorted by the pressure of a solar wind of charged particles in
the near space environment to form a magnetosphere, a magnetically confined
plasma regime of great complexity and dynamic variability. The interface
between the plasma enviromment entrained by the magnetosphere and the
interplanetary medium is called the magnetopause.

Across the interplanetary gap, the solar wind of protons and
electrons (density = 107/m®, temperature = 10° K) flows at several hundred
lm/s toward the Earth and is diverted around the magnetopause by the
pressure of the terrestrial magnetic field. A collisionless shock wave
forms upstream of the magnetopause, and the solar wind is heated and
decelerated at a bow shock. Near the base of the magnetosphere, where the
magnetic field enters the upper atmosphere, solar ionizing radiation
creates the ionospheric plasma. In the context of modern astrophysics,
magnetospheric studies of the terrestrial environment have broad relevance
to most of the solar system planets and such exotic objects as neutron
stars with magnetic fields trillions of times as strong as Earth's.

R. N. DeWitt et al. (eds.), The Behavior of Systems in the Space Environmeni, 1-22.
© 1993 Kiuwer Academic Publishers. Printed in the Netherlands.
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2 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT
Early Studies of the Ionosphere

The perception of solar terrestrial connections did not develop until late
in the 19th century. Earlier, the great physicist Lord Kelvin claimed
absolutely conclusive evidence against the supposition "that terrestrial
magnetic storms are due to the magnetic action of the Sun: or to any kind
of dynamical action taking place within the Sun, or in connection with
hurricanes in his atmosphere, or anywhere near the Sun outside,” and
further, "that the supposed connection between magnetic storms and sunspots
is unreal, and the seeming agreement between the periods has been mere
coincidence." Kelvin’s great prestige set back studies of
solar-terrestrial relationships for decades.

Late in the nineteenth Century, Great Britain initiated the operation
of a network of magnetic observatories throughout the colonial empire.
Colonel Sabine of the British Army noted that by "a most curious
coincidence™ the magnitude and frequency of magnetic disturbances followed
in rhythm with the appearance and disappearance of sunspots. Careful
observations also showed that the direction of the compass needle swung in
a regular fashion over a diurnal cycle. At times the fluctuations became
more intense and rapid, especially in the auroral zones. Such disturbances
were called magnetic storms. Earth and Sun were presumed to be separated
by empty space and the sporadic appearance of auroras to be caused by
direct streams of particles from the sun with no sensible interplanetary
medium to intervene.

With later understanding of the interactions of charged particles and
magnetic fields, solar energetic particles were thought to be guided from
Sun to Earth along magnetic field lines. Arriving at the north and south
magnetic poles, they were deposited in two ring shaped ovals within the
Arctic and Antarctic zones. By timing the excitation of auroras and
magnetic storms relative to the appearance of flares on the Sun, the travel
speed was estimated at 500 miles per second over the 93 million miles from
Sun to Earth.

Friedrich Gauss, as early as 1839, had interpreted fluctuations in
the magnetic compass to indicate the passage of electric currents at high
altitude. In 1882, the Scotsman, Balfour Stewart, wrote an article for the
Encyclopedia Britannica in which he envisioned a great dynamo in the sky.
In essence, Stewart proposed the existence of an ionosphere in which
electric currents were generated by tidal movement of ionized air above 100
km driven by solar heating. The vertical movement is two or three km,
sufficient to generate great horizontal current sheets of electricity. As
the sub-solar point travels westward around the earth, the current sheets
remain pinned under the Sun, thus producing a daily pattern of magnetic
variation at any particular point on earth. Observations at magnetic
observatories near the geomagnetic equator showed very strong variations,
indicative of circulating systems of electric currents of opposite symmetry
in the northern and southern hemispheres. These currents jointed at the
equator to form a strong flow from west to east at 11 A.M. local time.
Sydney Chapman coined the name Equatorial Electrojet.

The earliest history of ionospheric studies is linked to the
experiments of Guglielmo Marconi. In 1895, when he was only 21, he built
a demonstration wireless telegraph on his father’s estate near Bologna.
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On December 12, 1901, he transmitted a simple Morse Code signal from
England to Newfoundland, a distance of 1800 miles, to the amazement of
scientists who could not fathom how the waves got around the curvature of
the earth. In 1902, Arthur E. Kennelly proposed that radio waves overcame
the curvature of the Earth by reflection from an electrically conducting
layer at a height of about 50 miles. Oliver Heaviside made & similar
proposal almost simultaneously; the ionized layer came to be called the
Heaviside layer.

Pioneering research on the ionosphere was carried out in England by
Edward Appleton and his student Miles Barnmett and in the United States by
Edward O. Hulburt and E. Hoyt Taylor at the Naval Research laboratory and
Gregory Breit and Merle Tuve at the Carnegie Institution. The British team
set out to determine the height of reflection of a continuous wave.
Appleton prevailed on the British Broadcasting Company to provide him with
a continuously varying wavelength from London at the end of the broadcast
day so that he could detect the interference pattern of ground and sky wave
at Oxford. With Barnett he observed the elapsed time between emission and
reception of the same frequency, as the broadcast frequency was oscillated
back and forth. Early experiments used lower frequencies that only probed
the lowest portion of the reflecting layer. Later, as Appleton increased
the frequency, he found a higher region of reflection. By 1927 he could
discriminate three regions which he labelled D, E and F layers in order of
increasing height. For these experiments Appleton subsequently received
the Nobel Prize.

Skip Distances

Much of the early research by the NRL scientists co-opted the participation
of large numbers of radio amateurs ("hams") who used vacuum tubes with
power outputs of less than 50 watts to communicate with each other around
the world. Transmissions were confined to very short waves — less than 200
meters. Analysis of their records revealed that shortwaves skipped over
a "zone of silence" surrounding the transmitter to a distance of 20 or 30
miles and were received out to distances of hundreds of miles.

Hulburt and Taylor showed that the waves were reflected only when the
angle of incidence exceeded & minimum value. At smaller angles the waves
penetrated the reflecting region and escaped into space. At night, skip
distances were greater than during the day and greater in winter than in
summer in temperate latitudes. From these simple observations Hulburt
calculated the height of reflection and derived a good value for the
electron density — about one million electrons per cubic inch at a
reflection height of about 100 miles. By 1926, Hulburt and Taylor had
enough evidence to publish a remarkably accurate account of the diurnal
variation of ionospheric density as it related to solar elevation.

As the work on skip distances with their amateur cohorts progressed,
Hulburt and Taylor soon demonstrated that transmissions at 100 watts could
carry over several thousand miles; raised to kilowatts, the signals could
be detected even after twice circling the earth. Perhaps the most
impressive demonstration of the usefulness of their new mode of
communication came in connection with Admiral Richard E. Byrd's pioneering
flight to the South Pole on November 29, 1929. His plane had very little
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power available for radio communication. The solution was to match a
program of progressive change in wavelength with distance over the course
of the flight. For the first 200 miles it was reduced to 45 meters and for
the final 380 miles to 34 meters. Thus was radio contact maintained over
the full distance of the flight.

The possibility of pulse reflection methods occurred to several
groups of investigators during the early twenties, but the difficulties of
measuring millisecond intervals between transmission and reception with the
string galavanometers of the time discouraged such efforts. Finally, in
the winter of 1924-25 Breit and Tuve at the Carnegie joined with Hulburt
and Taylor at NRL to beam pulses at 4.2 Mhz from a 10-kw shortwave
transmitter to the Carnegie receiver 7 miles away. Breit and Tuve devised
a multivibrator keying circuit to pulse at full power for one tenth of a
millisecond at 80 cycles per second. The receiver was then moved to NRL
and placed close to the transmitter with both looking upward. Precise
phase measurements with a range sensitivity of about 20 meters were
achieved. This "ionosonde" was the forerunner of the ionospheric probes
that came to be used worldwide and were a major component of the program
of the International Geophysical Year (IGY). It was incidental to these
early experiments that Tuve became exasperated by the repeated interference
caused by approaching aircraft. When his complaints reached military ears
the seeds of the concept of radar were planted.

The Rocket Era

As ionosonde efforts proliferated, the motivation was primarily to improve
the quality of 1long distance radio communication. Fundamental
understanding of Sun-Earth relationships could not have developed
significantly without the new capability of in-situ measurements at high
altitude that came with post-World War II rocketry. Among the more notable
achievements were the direct measurement of atmospheric composition with
mass spectrometers and the sensing of the electron density profile of the
ionosphere with dual frequency radio transmitters carried on rockets.
Before V-2 rockets were brought to the White Sands Missile Range, no
direct measurements were available of solar ionizing radiation nor of the
basic parameters of the upper atmosphere-density, temperature and
composition. Solar flares certainly were responsible for radio fadeout but
there was no physical connection that could be attributed to the bright
flash of optical radiation that signaled the flare. Early correlations of
cosmic ray intensities with magnetic field variations seemed clear, but the

physical connection was mystsrious. Strangely, scientists did not
conceptualize a magnetosphere even though Carl Stormer began to develop the
essentials of a mathematical model as early as 1907, The word

magnetosphere was coined only after the discovery of the Van Allen
radiation belts in 1958.

Auroral studies had a high priority in IGY planning even though the
enormous advantages to come with the use of rockets and satellites were
barely appreciated. In the antecedent First and Second Polar Years
adventurous scientists trekked to Arctic regions with their optical
instruments. For the IGY, suroral wmorphology was documented by an
extensive network of all-sky cameras that photographed the Arctic sky from
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horizon to horizon. All told, there were 114 cameras in operation in the
Arctic and Antarctic. To follow the development of auroral forms hundreds
of thousands of photographs were taken at one-minute intervals through the
night. Most auroral observations were made by amateurs who fed 18,000
hourly reports on standardized forms to an Auroral Data Center at Cornell
University. Contrast that tedious effort with the remarkable images from
space with later generation satellites like the Dynamics Explorers.

The V-2 Rockets

Early on there were no significant hints of the importance of solar x-rays
in establishing the ionization balance of the lower ionosphere. In 1928,
Hulburt proposed that it was solar ultraviolet at extremely short
wavelengths that was ionizing the upper atmosphere. By 1930, he had become
convinced that there was a connection between solar ultraviolet, sunspots,
magnetic storms and the disturbance of radio communications. In 1935, J.H.
Dellinger reported on a series of sudden ionospheric disturbances (SID) and
urged a collaboration of astronomers and ionospheric scientists to try to
understand the physical process. At roughly the same time, Robert H.
Goddard was progressing with his development of a liquid fueled rocket to
carry instruments to high altitudes. In correspondence with John Fleming
at the Carnegie in the early 1930s, Hulburt commented on the suggested
theoretical match between atmospheric absorption of soft x-rays and the
overhead ionization. He suggested that a good experiment would be to fly
a photographic film covered with a thin aluminum foil in one of Goddard’s
rockets to detect solar x-rays.

World War 1II diverted the thoughts of most American scientists from
upper air research and solar astronomy. At the time, the only serious
American effort went into developing the bazooka, a hand held tube that
rested on an infantryman's shoulder to launch a military rocket. By 1942,
however, NRL undertook a program to develop guided missiles. The JB-2 was
a U.S. version of the German V-1 buzz bomb and the Lark was a rocket
propelled guided missile for ship to air.

By the end of the war the U.S. military was convinced of the
important need for a substantial effort in rocket development. Enter the
German V-2, captured by the victorious western allies and transported to
the U.S. testing and proving grounds at White Sands, N.M. The V-2 created
the opportunity for the new age of rocket high altitude scientific
research. The first V-2 launch from White Sands took place on April 16,
1946. Some 60 launches were carried out up to the fall of 1952 when the
supply was exhausted.

The V-2 was powered by 10 tons of alcohol and LOX. At takeoff it
generated 28 tons of thrust and accelerated to 6 Gs. The most successful
flight reached 170 km and lasted 450 seconds, with about 270 seconds above
80 km. During powered flight, the rocket was guided by graphite steering
vanes that deflected the exhaust stream of hot gas. Upon landing in
streamline flight on the desert floor, the rocket usually created a crater
more than 80 feet in diameter, and the remains were almost totally
incinerated. Rarely did the V-2 fly like an arrow; as often as not the
rockets tumbled and faltered. Some burned up furiously upon ignition. One
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took off in horizontal flight to land on the edge of Juarez, across the
Mexican border.

Early participants in the V-2 program included The Johns Hopkins
Applied Physics Laboratory, Harvard, Michigan and Princeton Universities,
the U.S. Army Signal Corps, the U.S. Air Force and the U.S. Naval Research
Laboratory. The NRL program had several components directed toward studies
of the upper atmosphere and ionosphere and the radiation spectrum of the
Sun. From the standpoint of understanding solar terrestrial physics, the
early observations with broadband photon counters in the ionizing
ultraviolet and x-ray regions of the spectrum were the most successfully
diagnostie. The picture that emerged from solar rocket astronomy was
markedly different from that previously held. The visible Sun resembles
a 6000 K black body with a spectral maximum near 5000 A. At shorter
wavelengths, the black body emission would be expected to decrease rapidly
and at x-ray wavelengths to be almost inconsequential. Some clue to x-ray
emission came from observations of an extended corona at times of total
eclipse. To support such a far-reaching bag of gas against the pull of
solar gravity required a coronal temperature of the order of a million
degrees — an x-ray radiating plasma, but so thin as to have a very small
emissivity.

Solar X-rays and Extreme Ultraviolet

In 1949 NRL carried out a definitive experiment on V-2 #49 in which
the solar radiation flux was observed by telemetered signals from a set of
photon counters over the altitude range from the base of the ionosphere up
to 50 km. At the time, the simple Chapman theory of the formation of an
ionized layer by the absorption of monochromatic radiation was thought to
apply. The new rocket data in a band centered near 8 A showed that the
fonizing radiation was an x-ray continuum that produced an E-region rather
than an E-layer. Subsequent measurements traced the merging of E-region
with the higher F-region produced by extreme ultraviolet radiation.

The D-region, near 80 km, coincided with the altitude profile of
absorption of the resonance line of hydrogen Lyman-alpha at 1216 A, but
D-region formation presented a puzzle. H Lyman alpha, which originates in
a thin layer of the solar chromosphere, contains most of the solar energy
in the extreme ultraviolet, but it cannot ionize any major component of the
atmosphere. Marcel Nicolet found the answer in nitric oxide. A
concentration of only one part in 10' could be ionized with high enough
efficiency by Lyman-alpha to produce the observed D-region.
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Fig. 1: The depth at which solar radiation penetrating the atmosphere is
attenuated to e’ in the wavelength range 0.1 to 1000 A.

In the broad span of the Schumann region from 1450 A to 1750 A, the
profile of solar radiation absorption indicated the persistence of
molecular oxygen well above the altitudes at which dissociation was thought
to be complete. Schumann radiation produced no ionization but played an
important role in shaping the ionosphere by dissociating molecular oxygen.
Molecular oxygen ions control the rate of neutralization of ionospheric
electron density much more rapidly than atomic oxygen ions. The
concentration of molecular oxygen provided dissociative recombination at
a high rate well into the F-region. In effect, these early results were
sufficient to explain the basic outline of the ionosphere under a quiet
sun. All that remained to complete the model of solar control of the
ionosphere were measurements of the helium resonance lines in the extreme
ultraviolet at 304 A and 584 A plus groups of spectral lines of lesser
combined intensities in neighboring wavelengths that affected the hig} :st
F-region.

Following the initial measurements of solar x-rays (1 to 8 A), broad
band photometry of the x-ray spectrum was progressively extended to about
44 A, The spectral distribution fit well with a thermal source at a
temperature of a few million K. Successive measurements at intervals of
months to years showed positive correlations of flux variations as much as
a factor of 7 for x-rays (8-20 A) with the concentration of sunspots and
with variations in electron density in the fonosphere.
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Fig. 2: The dashed curve, 1, is the ionization rate produced by the X-ray
spectrum containing 0.1 erg cm™2 sec™® between 10 and 100 A. Curve 2 is the
ionization rate produced by the helium resonance lines containing 0.05 erg
cm 2 sec’l. Rocket Panel densities were used in the computations. The
shape of the electron density curve in the F-region is controlled primarily
by the effective recombination coefficient,a.

The variation of solar x-ray flux observed over a solar cycle made
it clear that the concept of solar emission from a spherically symmetrical
corona was altogether inadequate. The corona appeared to be structured in
condensations that formed over sunspots and produced enhanced localized
x-ray emission. Since sunspots are characterized by powerful magnetic
fields, the condensations of the corona were believed to exist in the form
of high loops of magnetic lines of force spanning the adjacent spots of
opposite polarity. The first x-ray picture to confirm these ideas of
coronal condensations was obtained with a pinhole camera in 1960. In more
recent years, fine details of magnetic structures connected with x-rays
have been revealed with reflecting x-ray telescopes of arc-second
resolution.
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SOLAR FLARES

The behavior of a flare-active Sun presented more difficult puzzles,
most notably the connection between solar flares and sudden ionospheric
disturbances (SID). Various forms of SID are identified as follows:

1) SWF, sudden shortwave radio fadeout or blackout. Radio
transmission on 5 to 20 MHz fades with the onset of D region absorption.

2) SCNA, sudden cosmic noise absorption. Cosmic radio noise at 18
MHz is strongly absorbed in passing through the D region.

3) SPA, sudden phase anomaly. Very long radio waves are reflected
from the lowered ionosphere at the base of the D region.

4) SEA, sudden enhancement of atmospherics at 27 kHz. Increased
signal strength from lightning noise results from enhanced reflectivity of
the D region at its base.

5) Magnetic crochets. A sudden augmentation of the geomagnetic
field is superimposed on the normal diurnal variation.

Because the visible manifestation of a flare is so clear in the
hydrogen red line, it led most solar physicists to see a connection between
the resonance line H L-a at 1216 A, which is responsible for the normal D
region, and the increased ionization that is produced by the flare. But
a simple analysis of the radiation enhancements that are required,
immediately rule out the ultraviolet process. The increase in electron
density that occurs during shortwave fadeout is roughly a factor of 2.5,
4.5, 7.0 and 9.4 for flares of importance 1,2,3 and 3+, respectively. The
radiation flux from the small area of the flare would need to increase by
factors of 6,20,50 and 90, respectively. ' Such increases are virtually
impossible astrophysically.

Analysis of the flux enhancements required to explain the SPA confirm
the estimates based on radio fadeout. The SPA measurements are made with
very low frequency radio wave (16 kHz) reflections from the base of the
ionosphere. When a flare begins, the phase changes rapidly to indicate a
drop in the reflecting height. The altitude change may be as large at 16
km in a strong flare. If Lyman alpha were the sole source of ionization,
the flux increase required to explain a drop of two scale heights would be
100 times the normal emission.

Attempts to explain the other SID phenoiena by Lyman alpha
enhancement fail for the same reasons x-rays offer a much better solution.
At a wavelength of 2.5 A, x-rays have the same atmospheric absorption
coefficient as Lyman alpha, but the x-ray ionization efficiency is several
thousand times as high because x-rays ionize all the constituents of the
atmosphere, whereas Lyman alpha can ionize only the trace of nitric oxide.
Virtually all the energy delivered in Lyman alpha is dissipated in
dissociation of molecular oxygen. Approximately 1073 erg cm™? s7! of 2.5
A x-rays would suffice to produce a normal D region. Shorter wavelength
x-rays would penetrate to the heights associated with SID phenomena.
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Fig. 4: The development curves of a solar flare and its related

ionospheric disturbances. (November 19, 1949).

Rockoons

The observational challenge of detecting flare x-rays was taken up
during the IGY. Because the onset of a flare is unpredictable even within
a few minutes, liquid fuel rockets that required an hour or more of
preparation before firing were unsuitable, and, more importantly, it was
impractical to tie up an Aerobee launching tower for days with a rocket in
place while waiting for a flare to erupt. In the early 1950's, Lt. Lee
Lewis in the U.S. Office of Naval Research conceived of launching a solid
propellent rocket suspended from a balloon in the stratosphere.
Experiments were begun by James van Allen with a Deacon rocket hung on a
Skyhook balloon and floated at sea at a height of 25 km, where it could be
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fired by radio command. The combination of rocket and balloon was called
"Rockoon" and it afforded a cheap mode for cosmic ray studies.

The Rockoon appeared to be a practical solution to the rocketry
problem for the study of solar flares. An NRL proposal for a naval
expedition as part of the International Geophysical Year (IGY) was
approved, and the NRL rocket team obtained the support of the USS Colonial,
a Landing Ship Dock with a flight deck from which the Rockoon could be
launched. The ship embarked orn Project San Diego — Hi in 1956 and sailed
to a launch area about 400 miles off the coast of California. The plan was
to release a Rockoon each morning on ten Successive days. If evidence of
the start of a flare was obtained, the rocket was instantly fired. Out of
ten tries, one flare was caught in the act and gave convincing evidence of
flare x-rays.

A year later Rockoons went out of style and were replaced by
two-stage rockets. In place of the balloon a Nike booster propelled the
Deacon to the height of the stratosphere where it was ignited to carry on
up into the ionosphere. The rockets were fired from a simple rail launcher
that the NRL team set up on San Nicholas Island off Point Mugu. In 1958
and 1959, a series of these rockets were launched at times of flares and
gave confirmation of the dependence of SIDs on the intensity and wavelength
of flare x-ray emissions. By the end of the IGY, the satellite era was
upon us, and the new means of long term observations came into use.
Instead of occasional rocket measurements of solar x-rays and ultraviolet,
the Sun could be monitored continuously. Over the course of a decade the
NRL series of ten SOLRAD satellites gave a full solar cycle map of x-ray
activity.

The Electrojet

Let us return to the story of "Rockoons" as they were applied to
other studies of the upper atmosphere .n conjunction with ground based
magnetic observations. For the IGY some 190 magnetic observatories were
implemented, scattered widely over the globe. For in-situ measurements it
was necessary to employ rockets that could be launched from shipboard
stations moveable about both sides of the magnetic equator. As early as
1949, the U.S5.S. Norton Sound went to sea with three Aerobee rockets
instrumented by Fred Singer and his colleagues with fluxgate magnetometers
to detect the electrojet. The rockets were launched from the Pacific Ocean
some 1000 miles west of Peru. Singer's group thought they had detected an
electrojet between 58 and 65 miles, but the measurements were marginal.

By the “eginning of the IGY, the proton precession magnetometer had
been developed for rocket flight, and Van Allen’s team set out to fly them
on Rockoons. In August and November 1957 they attempted 54 Rockoon firings
while cruising from near Thule in northern Greenland to off the coast of
Antarctica. In August, they launched eighteen Rockoons from the U.S.S.
Plymouth Rock; four misfired, three suffered telemetry failure, and three
more failed because instrument components froze. Altogether, only seven
flights could be described as good or partially successful. A month after
the return of the Plymouth Rock, the electrojet research team switched to
Loki II rockets for their Rockoons and left Boston for Antarctica aboard
the icebreaker U.S.S. Glacier. Between October 14 and 20, 1957, six
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successful shots were fired along a line running north-south 650 miles
across the expected path of the electrojet. The results were puzzling; not
one but two current layers were penetrated. Some of the results were
attributed to "sporadic-F" in the upper parts of F region, apparently
consisting of discrete clouds of ionization.

Since the days of Rockoon observations, sporadic E and Spread F have
come to be much better understood; although there are still many puzzling
details to be unraveled. Sporadic E reflects high-frequency radio waves
that normally escape the ionosphere. Signals can be received as far away
from the source as 2000 km on a single hop. In summer, severe interference
may affect television signals. Sporadic E and Spread F will be the subject
of intensive study in the equatorial regions in the International Space
Year (ISY) during 1992.

Ionospheric Electron Loss Processes

While solar radiation provides the input function for ionization and
dissociation of the atmospheric constituents, the equilibrium electron
density depends equally importantly on the rates of recombination for atoms
and molecules at various heights. The slowest process is radiative
recombination of electrons and atomic ions,

x* + e+ x+ hv
Molecular ions are neutralized by dissociative recombination,
xy" + e x +y’

Prime symbols indicate excited atomic states. Theoretical values of the
radiative recombination coefficients are 4.8¢1072cm’s™! for H* and He' and
3,710 %2¢cm®s™! for O*. For the dissociative recombination coefficients of
N}, 0} and NO', the values are somewhat uncertain but approximately
1077cm’s™! for all three at 300 K.

To get observational evidence of the recombination coefficients,
ionospheric scientists have resorted to eclipse records of the rate of
decay and recovery of the ionosphere. During the course of a total eclipse
the amount of solar radiation obscured from the earth diminishes by
different amounts, depending on wavelength. The ratio of the instantaneous
solar flux at any given wavelength to its uneclipsed value is called the
eclipse function. For visible light in the course of a total eclipse, the
eclipse function is unity at first and fourth contact and zero at second
and third contacts, almost exactly equal to the unobscured fraction of the
solar disk.

In the wultraviolet and x-ray regions the function behaves

irregularly. Isolated regions of enhanced brightness in x-rays and
ultraviolet may lie high enough above the disk that they are not eclipsed.
In Lyman alpha, as in visible radiat:.. the eclipse is very nearly total.
X-rays are never completely obscured [ measurements made at the eclipse
of March 7, 1970, the Lyman alpha flu: .- rorality was reduced to only 0.15
percent. At the same time, solar x . . . the bands 2 to 8 A, 8 to 20 A

and 44 to 60 A, the major sources vi{ L region ionization, gave residual
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fluxes at totality of 5,7, and 16 percent, respectively. Clearly the
heights of origin were well above the chromosphere, in the lower corona.
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Fig. 5: Theoretical and observed peak electron densities for the E-region
during an eclipse.

Thermosphere and Exosphere

Satellite dynamics, beginning with the small Vanguard test-sphere in
1958 and the Echo balloon in 1959, provided valuable information on the
high neutral atmosphere. In the exosphere above 1500 km, hydrogen begins
to dominate the gas composition. The gas concentration is so low that an
atom cannot make a complete orbit of the Earth without colliding with
another atom. Echo was intended to be a reflection target for radio
communication, but such passive radio reflectors were quickly superseded
by active transponders. Echo was so large and easily visible however, that
it provided valuable information about the density of the atmosphere from
the effect of drag.

From 1959 to 1962 the drag on Echo seemed to indicate an unexpectedly
high density at 1500 km if the principal constituent were atomic oxygen.
To drive so much oxygen to 1500 km required a thermospheric temperature
greater than 2000 K. Neither could an oxy-hydrogen mixture satisfy the
requirement; the hydrogen content would have to exceed the generally
accepted models by an order of magnitude. Marcel Nicolet solved the puzzle
by introducing helium into the model atmosphere to match the observed drag




FRIEDMAN 15

without exceeding a temperature of 1500 K. His model required a helium
bulge between altitude regimes which were first predominantly oxygen and
at higher levels, hydrogen.

The mass spectrometer aboard the Explorer XVII satellite confirmed
Nicolet's explanation in 1963. The major atmospheric constituent between
500 and 1000 km was helium but the concentration at any particular time
varied with solar activity. Near solar maximum helium dominated the
composition from 1100 to 5000 km because of higher thermospheric
temperature. Calculation of the heat flow through the thermosphere above
200 'km indicates a nearly height independent temperature. Oxygen, helium
and hydrogen separate out by thermal diffusion in agreement with Nicolet's
helium bulge prediction. Hydrogen moves upward most rapidly and escapes
into interplanetary space. At the level of the mesosphere, solar
ultraviolet radiation provides a continuous source of replenishment by
dissociation of water vapor. As it diffuses upward the hydrogen cloud is
detectable as geocorona 50,000 miles high.

Radioactive decay of radium and thorium in the ground supplies helium
to the atmosphere. From estimates of the abundance of isotopes in the
basalt and granite of the Earth’s crust the expected outflow of helium is
about 10 atoms per square-centimeter column per second. It follows that
only one million years are needed to fill the terrestrial atmosphere to its
normal helium contents and that the rate of escape from the exosphere to
maintain the equilibrium balance requires a thermospheric temperature of
1500K.

Satellite drag is a sensitive indicator of the absorption of solar
energy by the atmosphere. When solar activity is high, the atmosphere
expands in response to the heating of the absorbing levels of the
atmosphere. The expanded atmosphere exerts greater drag on satellites and
forces them down to lower altitudes. According to Kepler's law of orbital
motion, the speed of the satellite must increase as its orbit shrinks. It
then loses energy faster to drag, and its demise becomes inevitable.

Airglow

Astronomers had discovered the airglow early on as a faint background
radiation in stellar spectra. It is barely visible to the human eye even
on moonless nights in the countryside away from city lights. The most
prominent airglow emission came in the green line of atomic oxygen at
5577A. When it was observed that the green light grew stronger from the
zenith to the horizon, it became clear that it originated in the atmosphere
in the neighborhood of 100 km. By the time of initiation of the IGY it was
known that the red lines of oxygen (6300A, 6460A) glowed well above 150 km.
Rocket studies identified the yellow light of sodium at about 80 km.
Specific other colors are attributed to molecular oxygen, atomic and
molecular nitrogen, potassium and lithium. The strongest emission comes
from hydroxyl, just beyond the limit of visual perception in the near
infrared. Altogether, these airglow emissions add up to about one-tenth
the intensity of starlight. The general explanation for these various
emissions was that solar radiation ionized atoms and dissociated molecules
during the day at characteristic levels of the upper atmosphere. At night
they recombined and radiated. But the patterns of emission were very
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Fig. 6: Predominant atomic species at various altitudes. Temperature
depends on time of day and the phase of the solar cycle.

strange, varying from one part of the sky to another in fast moving clouds
at speeds of several hundred km per hour. Speculations were that wave
motions created the patterns, that they were related to sporadic E and the
Electrojet.
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In 1955, the NRL group attempted a rocket survey of the extreme
ultraviolet radiation of the night sky from an Aerobee rocket. Above 70
km the hydrogen Lyman-alpha detector was swamped with radiation that
exceeded all the visible airglow. In 1957, a more refined scan showed that
the Lyman alpha from outside the Earth’s shadow cone was being
backscattered from exospheric hydrogen to the dark side of the Earth. At
first it was speculated that the scattering hydrogen atoms must be
interplanetary, but further measurements and theory identified the hydrogen
with a giant geocorona reaching tens of thousands of km beyond the Earth.

The clearest picture of ultraviolet glow was photographed with an
ultraviolet camera placed on the moon during the Apollo-16 mission. To the
long wavelength side of Lyman alpha, the image in the atomic resonance line
of atomic oxygen at 1314A was so bright that the entire sunlit hemisphere
was suffused with its light. Spectacular arcs extended into the nighttime
hemisphere, excited by the recombination of oxygen ions with electrons in
the F region of the ionosphere. The arcs were aligned with the double
humped peak of the ionospheric F region where it brackets the geomagnetic
equator.

Efforts to study atmospheric dynamics via artificial airglow seeded
with the aid of vapor releases from rockets began in the 1950’'s. David
Bates, after the evidence of the free sodium at 90 km from rocket
measurements, proposed that sodium be ejected from a rocket at about 80 km.
Vapor atoms excited by sunlight would fluoresce the resonance D lines at
twilight to from a visible cloud. The first sodium cloud was produced by
ejection of sodium pellets in a mixture of Al + Fe,0, from an Aerobee rocket
in 1955. At about the same time development of the French Veronique rocket
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had proceeded to flight test. It had a performance capability similar to
the Aerobee but no substantial funding for scientific payload development
was provided. French scientists seized on the vapor release experiment as
a way to get good science at a minimal cost. The first successful cloud
release was achieved in March 1959 from Hammaguir and the temperature of
the thermosphere was deduced. At 102 km, the turbopause was discovered
from evidence of a sharp limit between a lower lying turbulent eddy
structure of the atmosphere and an overlying laminar regime.

As early as 1931, Sidney Chapman and Vincent Ferraro proposed that
sudden fluctuations in the hagnetic field might be attributed to the impact
of solar plasma clouds on the Earth’s magnetic field. Chinese astronomers
a thousand years earlier had noted that comet tails were driven away from
the Sun. Until relatively recently it was thought that radiatioh pressure
swept back the gas from the comet head into the thin, elongated tail. But
comet tails are so tenuous that radiation pressure can have little effect.

In 1951, Ludwig Biermann suggested that the ionization in comet tails
was the result of charge exchange between a solar wind that had not yet
been observed and cometary gas. The acceleration of comet tails, in sudden
jumps, he attributed to momentum transfer from solar wind electrons and
protons for which he required a density of about 1000 per cc. The idea of
charge exchange and a high number density of particles in a solar wind were
soon shown to be wrong, and theorists chose instead to attribute the
acceleration to gross plasma and magnetic field interaction between a
thinner solar wind and the comet tail.

Biermann later proposed to imitate conditions in cometary plasma at
high altitudes by creating artificial clouds of alkaline earth metals such
as calcium, strontium, and barium that have low ionization potentials and
resonate in the visible spectrum. In May 1963, two Centaure rockets were
launched successfully from Hammaguir with barium burners in their nose
cones. The clouds were spectacular, but unfortunately displayed no
evidence of barium atoms or ions, only useless barium oxides.

When the reaction used in the burners was changed to combining barium
with copper oxide, the results were highly successful. The gas produced
with this mixture was almost pure barium with a small percentage of
strontium and the photoionization time was short - about 30 seconds,
indicative of a large production of ions. Direct visible evidence of the
conversion of atoms of barium into ions was expressed by the color change
from the green atomic resonance to the purple resonance lines of ions. The
cloud, initially spherical, quickly transforms to an elongated shape as the
electrons and ions drift along the magnetic field lines. The entire
conversion from atoms to ions takes place in about 2 minutes. Subsequent
releases introduced the use of lithium and europium.

A later technique for producing barium clouds resorted to
pyrotechnics. A shaped charge was covered with a thin surface of barium
metal. By pointing the shaped charge in the direction of magnetic field
lines, a high velocity (12 to 14 km/s) gas jet was directed along the lines
of force when the charge exploded. If the explosion occurred above
collision dominated altitudes (400 km) the luminous track traced the
magnetic field lines to very high altitude. Historically, barium clouds
gave the first glimpse of large scale magnetospheric convection as early
as 1960.
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More recently the barium cloud method has been performed with great
sophistication in a U.S. — U.K. — German satellite mission called AMPTE for
Active Magnetospheric Particle Tracer Explorer. Two charges of about 2 kg
of barium vapor were released outside the Earth’'s magnetic field in
December 1984 and July 1985. The German Ion Release Module (IRM) was
instrumented with a complete set of instruments to measure magnetic field,
electric and magnetic waves, the three dimensional velocity distribution
of ions and electrons, and the charge, mass and energy distribution of the
ions. Similar instruments were carried on the United Kingdom Sub-satellite
nearby. Optical observations from aircraft and from the ground completed
a versatile ensemble of instruments for a comprehensive space laboratory.

It is interesting to note that Iosif Shklovsky, in the Soviet Union,
proposed early on the use of vapor releases to form artificial comets.
Sodium vapor was released from the second Soviet moon rocket in 1957 and
fluoresced strongly enough to. provide useful tracking of the rocket.

Solar Wind

Eugene Parker, in 1958, first proposed that a solar wind must result
from simple hydrodynamic expansion of the solar corona. It is interesting
to recall how little attention had been paid to Bierman's ideas and how few
scientists seemed to accept the notion of a solar wind. Although Chapman
had speculated that the outer limits of the solar corona stretched to the
distant planets he did not describe a flow of wind. About two years after
Parker’s theory of a wind was published, the Soviet Lunik 2, that impacted
on the moon, reported tentative evidence of a solar wind. Subsequently,
Lunik 3 and a Soviet Venus probe together with NASA’s Explorer 10, gave
further confirmation. But it was only after the results reported from
Mariner 2 in 1962 that the evidence was widely accepted.

The general picture emerged of a solar wind — magnetosphere interplay
in which the wind flows around the dayside to the nightside where the
Earth’s magnetic field is drawn out into an extended magnetotail. The
lines of the magnetotail are stretched in the direction of the solar wind
like a wind sock far beyond the distance to the moon. The magnetotail
serves to store energy that is extracted from the interaction between the
solar wind and the magnetosphere. On occasions, violent magnetospheric
subgtorms release the energy into the auroral zones. At play in the
substorm are enormous electric currents. The interaction between the wind
and the magnetosphere resembles a cosmic dynamo that drives the currents
through space across and along magnetic field lines. Part of the
electrical flow is in the form of a current sheet down the center of the
tail, dividing it into two lobes of oppositely directed magnetic fields
that direct the current into the auroral ovals.

The Earth’'s magnetic shield is so effective that only 0.1 percent of
the mass of the solar wind that hits it manages to penetrate. Penetration
is believed to be a process of magnetic field merging and reconnection.
The most revealing space probes have been the International Sun-Earth
Explorers. In 1977, NASA and ESA launched a pair of satellites into nearly
identical orbits. As the two spacecraft chased each other around the
magnetsophere, they sensed the position and movement of the bow shock and
magnetosheath about 130,000 km above the Earth. Where magnetic merging of




20 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

the wind and the magnetosphere occurred on the sunward side, the
magnetosheath was peeled back toward the dark side of the Earth, hundreds
of thousands of km into the magnetotail. As merging of the fields
progressed, the field lines were sharply bent and particles caught inside
the bends were accelerated as though projected by a sling-shot.

The Global Electric Circuit

To complete the description of the space environment the electrical
properties must be connected to the surface of the Earth via a global
electric circuit. Early in the eighteenth Century, atmospheric scientists
observed a weak permanent electrification of the atmosphere even in fair
weather, with the Earth negatively charged and the air positively. The
g-adient near the earth’s surface was about 100 volts per mete}. It was
believed that the Earth retained a primordial charge from the time it was
formed.

At the beginning of the 20th Century most scientists attributed the
ionization to the emanation of radioactivity from the ground. 1In 1912,
Victor Hess tried to measure the variation in conductivity with altitude
by flying his electroscope on a manned balloon to a height of 5 km. At
that height he believed the air would shield his detector from ground level
radiation. Instead he found no decrease with height from which he deduced
the ionizing radiation of great penetrating power was arriving from outside
the atmosphere. He had discovered cosmic rays for which he received the
Nobel Prize 24 years later. The cosmic rays provided continuous ionization
that supplied enough current to neutralize the Earth’s negative charge.

Some 65 years ago, C.T.R. Wilson, inventor of the cloud chamber,
proposed that thunderstorms created a generator that maintained the Earth’s
negative charge. Thousands of storms are in progress around the world at
any moment. Beneath a thundercloud negative charge is carried to ground,
while above the cloud positive charge flows to the ionosphere. The charge
spreads around the Earth rapidly and comes down to ground through the
atmosphere in fair weather regions. Global lightning maintains a potential
difference of hundreds of thousands of volts between the ground and the
ionosphere. The global electric circuit has been compared to a giant leaky
capacitor, with the highly conducting ground and ionosphere representing
two oppositely charged plates and the lower atmosphere playing the role of
an insulating dielectric.

Thunderstorms sustain the charge separation. Most clouds develop and
dissipate without substantial production of 1lightning. Cloud
electrification depends on convective turbulence. Strong electrification
comes with strong convection, generally beginning with rapid horizontal and
vertical development of the fair-weather cumulus cloud into a cumulonimbus
cloud. When vigorous updrafts and downdrafts occur, charge undergoes
separation in the thundercloud and gives rise to lightning. With about
1000 lightning flashes per second, the integrated current amounts to from
1000 to 2000 amperes and the potential difference 200kv to 400kv.
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Fig. 8: Thunderstorms create conduction currents and maintain global
electric circuit.

Since the earlier studies of atmospheric electricity there have been
many attempts to ascertain a solar-terrestrial relationship between ground
circuits, electric fields and thunderstorm frequency that would correlate
with solar activity and auroras. Ground based, aircraft-and balloon-borne
instruments have hinted at atmospheric electrical responses to solar
flares, sunspot cycle variations, geomagnetic activity and auroras. It is
difficult, however to separate the induced variations in the global
atmospheric electric circuits from solar and upper atmosphere variability
because they are superimposed on complex electrical variations associated
with meteorological and anthropogenic influences in the lower atmosphere.

It is still puzzling in detail how the lower atmosphere global
electric circuit connects with the intense current systems flowing in the
high upper atmosphere. The ionospheric wind dynamo at about 100km carries
horizontal currents of about a hundred thousand amperes on the Earthward
side. At high magnetic conjugate latitudes and at about the same altitude,
the solar wind magnetospheric dynamo drives currents as high as a million
amperes. How all these current systems are linked to solar and auroral
variability remains a challenging problem in atmospheric science.

* k Kk k k k k kX k¥ k * %

This paper discussed only a sampling of diverse phenomena in the
Sun/Earth system from the perspective of historical development of the
science. Most of the phenomena are understood in broad principle but are
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very complex in detail, and much more research will be required to unravel
all the interactions.
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ABSTRACT. The interactions between space systems and their orbital
environments are discussed in overview. Attention is focussed on those
environment factors appropriate to earth orbital vehicles. Ways in which
space systems interact with their environment and effects on system
performance and lifetime are described. Approaches to hazard assessment
and protection are noted.

1. Introduction

Design of any system demands consideration of the environment in which it
must operate, to ensure proper system function, reliability and lifetime.
Space systems are no exception to this rule. Indeed, because of the
difficulty and cost of repair, environmental compatibility is particularly
critical in space.

For present purposes, the "space environment” to be considered is
that of near-Earth space, i.e., orbits ranging in altitude from Low Earth
Orbit (LEO) to geosynchronous (GEO) and beyond, and including all
inclinations. The natural near-Earth space environment is complex and
dynamic. Its features are determined partially by the characteristics of
the Earth itself, partially by the interactions between the Earth and the
Sun, and partially by processes occurring in interplanetary and
interstellar space. Environmental factors include neutral atoms and
molecules, plasmas and charged particles, fields, particulates and
electromagnetic radiation. Many of the environmental components vary with
position in orbit (e.g., altitude, longitude, latitude), local time, season
and level of solar activity. The presence and activities of orbital
systems can significantly modify the "lower energy"” environment components
such as neutral gases, ionospheric plasmas and electric fields, so that the
local environment may be rather different from the natural one. The local
environment is what the system actually interacts with, so a comprehensive
treatment of environmental compatibility requires an integrated approach
comprising consideration of environment, system, subsystems and effects.
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2. Environment Factors and Effects on Systems

The interrelationships among the system, its subsystems or payloads and the
environment are illustrated in cartoon form in Fig. 1. One begins by
considering the natural environment at the orbital location(s) of interest
and the characteristics of the system in its various modes ~f operation to
identify how they may interact to cause the local enviro: .t to differ
from the natural one. One then examines the interactions between the
system and its local environment to determine the effects on the system,
its subsystems and payloads. The importance of any particular effect is
judged by its impact on the system’s ability to perform its mission. Thus
the requirements placed on various subsystems will depend on the goal of
the system as a whole, as will the relative importance of various
environmental interactions and their effects.

ENVIRONMENTAL INTERACTIONS

ENVIRONMENT

FFFECTS

INTERACTIONS INTERACTIONS

LOCAL ENVIRGNMENT

EFFECTS EFFECTS

PAYLOAD

OR SUBSYSTEM SYSTEM/PLATFORM

INTERACTIONS

Fig. 1: Environmental interactions and effects concept.

The various environment components, or factors, interact in different
ways with space systems and produce a variety of effects. Because the
physical processes of interaction depend on the type of environment factor
under consideration, it is usual to "sort" environmental interactions and
effects by environment factor. Following this approach, a list of
environment factors and their effects on space systems in near-Earth space
is provided in Table 1.

In what follows, each of these environment factors and its effects
are discussed briefly, and strategies for mitigating undesirable effects
noted. Finally, the system perspective is discussed briefly. This
material is intended to be introductory rather than encyclopedic; later
papers in this volume should address the environments, interactions and
effects, and application to specific systems in more detail.
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Table 1: The terrestrial space environment and effects on space systems.

ENVIRONMENT FACTOR EFFECTS
SUNLIGHT AND EARTHSHINE HEATING, THERMAL CY/CLING, MATERIAL

DAMAGE, SENSOR NOISE, DRAG,
TORQUES, PHOTOEMISSION, [POWER]

GRAVITY" ACCELERATION, TORQUES,
[STABILIZATION]

B AND E FIELDS® TORQUES, DRAG, SURFACE CHARGES,
POTENTIALS

NEUTRAL AT'{OSPHERE" DRAG, TORQUES, MATERIAL

DEGRADATION, VACUUM,
CONTAMINATION, HV BREAKDOWH

PLASMAS* CHARGING, INDUCED ARCING,
PARASITIC CURRENTS, SYSTEM
POTENTIALS, ENHANCED
CONTAMINATION, ES AND EM WAVES
(NOISE), PLASMA WAVES AND
TURBULENCE, CHANGE OF EM
REFRACTIVE INDEX

FAST CHARGED PARTICLES RADIATION DAMAGE, SINGLE EVENT
UPSETS, ARCING, NOISE
METEOROIDS AND DEBRIS MECHANICAL DAMAGE, ENHANCED

CHEMICAL AND PLASMA INTERACTIONS,
LOCAL PLASMA PRODUCTION

SYSTEM GENERATED SYSTEM DEPENDENT: NEUTRALS,
PLASMAS, FIELDS, FORCES AND
TORQUES, PARTICULATES, RADIATION

*LOCAL ENVIRONMENT STRONGLY INFLUENCED BY SYSTEM
2.1 SUNLIGHT AND EARTHSHINE

Figure 2 shows.an overview of the solar electromagnetic spectrum from
gamma ray through radio wavelengths [Refs. 1,2}. Some 99.5% of the Sun's
radiant energy is in the 1200 Angstrom to 10 um wavelength range
(ultraviolet (UV), visible and infrared (IR)). Flux levels in this range
are relatively constant and do not vary much over the 1ll-year solar
activity cycle. In contrast, flux levels in both the short (gamma-ray, x-
ray, extreme UV) and long (radio) wavelength ranges show strong variations
(up to about 100X) with solar activity. Indeed, the solar flux at A = 10.7
cm is used as a measure of solar activity.

The solar spectrum in Earth orbit in the UV through IR range is well
approximated by blackbody radiation f om a 5760°K object. The total
radiant energy per unit area and time (integrated over wavelengths)
measured at 1 AU is called the Solar Constant. The currently adopted value
of the solar Constant is 1371t 5 W m™? [Ref. 1].
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The Earth and its atmosphere reflect sunlight and emit thermal
radiation. The thermal spectrum as seen from orbit is a composite of the
surface spectrum and that from the atmosphere (at wavelengths where the
atmosphere is opaque). The surface spectrum is approximated by a 288°K
blackbody curve, while the radiation from the atmosphere can be
approximated by a 218°K blackbody. Reflected solar radiation (albedo)
exhibits strong local variations with surface type and cloud cover. The
fraction of total energy reflected (global albedo) is 0.39.

One evident consequence of sunlight and earthshine for space systems
is heating. Spacecraft surface materials are frequently selected on the
basis of their thermal properties (absorptance and emissivity), because
controlling the temperature both inside and on the surfaces of satellites
is a basic requirement for proper functioning [Ref. 3]. Earthshine can
make an important contribution to the thermal balance of a spacecraft in
LEO because of the large solid angle subtended by the Earth. 1In addition
to overall temperature control, it is necessary to consider the effects of
thermal expansion of materials. Bonds between materials with different
coefficients of thermal expansion will be placed under stress as the
temperature changes. The thermal cycling which results from repeated
eclipse passage is of particular concern for lormg term fatigue faiiure of
such bonds (e.g., solar cells and circuits on lightweight plastic
substrates). Differential expansion can also result in flexing of large
structures. These effects are most significant for LEO spacecraft which
pass through eclipse most frequently.

Material degradatjon due to irradiation by the higher energy
portions of the solar spectrum (UV, X, y) is a significant concern for
spacecraft surface materials and vacuum UV stability is a basic requirement
for material acceptability. Degradation may affect optical, thermal,
electrical and mechanical properties of materials and coatings [Ref. 4].

Specular and diffuse reflection of sunlight results in radiation
pressure drag and torques on spacecraft [Ref. 5]. These are small compared
to aerodynamic drag and torques at LEO, but become significant at higher
altitudes. Photoelectrons released by (mainly UV) photon impact (current
density typically about 10°° A/cm?) play an important role in some
plasma/electromagnetic interactions, notably in GEO spacecraft charging.
Incoming photons can also be a source of noise in some types of sensors,
which must be protected from direct exposure.

Finally, one effect of solar radiation on materials, the production
of electron-hole pairs in solids, and particularly in semiconductor diode
junctions, is the basis for the most common power source on Earth orbital
systems, solar cell arrays!

2.2 GRAVITY

The Earth’s gravitational field is a consequence of its mass and mass
distribution. The gravitational acceleration is often expressed as the
gradient of a scalar potential which is written in terms of a harmonic
expansion in spherical coordinates [Ref. 1]). The “monopole" term
dominates, with the most significant deviation from sphericity being the
flattening at the poles (or equivalently, the equatorial bulge). The
coefficients of the various terms in the harmonic expansion for the
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gravitational potential have been obtained by observing the orbits of low
altitude satellites.

In addition to its role in determining spacecraft orbits, the
gravitational field plays a role in determining spacecraft orientation via
gravity gradient forces and torques [Ref. 6]. These tend to cause a
spacecraft to align its "long axis" (actually the axis of minimum moment
of inertia) with the local vertical, i.e., in a radial direction. They
also produce a tension in the spacecraft structure along the local vertical
and produce restoring torques on a misaligned system. These forces and
torques are generally quite small, and oscillation periods consequently
long. However, gravity gradient is a useful passive method of spacecraft
stabilization. :

There has been much recent interest in conducting material processing
experiments in the "microgravity" environment of space. Indeed, the
acceleration felt by a "black box" in a space system will be much less than
that due to gravity at Earth’s surface. However, it is not, of course,
zero. The acceleration felt will depend on the box’'s location in the
spacecraft relative to the system’s center of mass, the system’s mass
distribution, and forces due to system operations and other disturbances
such as drag.

2.3 MAGNETIC AND ELECTRIC FIELDS

Figure 3} shows a schematic illustration of the Earth’s magnetosphere.
Near the Earth, i.e., within a few thousand kilometers of the surface, the
magnetic field is essentially dipolar; further out the field becomes
greatly distorted. The overall shape of the outer magnetosphere is
determined by the interaction between the Earth’'s magnetic field and the
solar wind, and the various plasma currents in the magnetosphere. The
Earth’s geomagnetic dipole axis is tilted at about 11.5° from its spin
axis, and also somewhat displaced from the geographic center so that the
"end" of the geomagnetic dipole nearest the geographic north pole (north
end of the spin axis) is located in Greenland (geographic coordinates:
78.5°N, 291°E) [Ref. 7]. 1t may be noted that this is the Earth’s south
magnetic pole (the north pole of a compass needle points toward it).
Because of this tilt and displacement, the Earth’'s geomagnetic equator, its
geographic equator and the ecliptic define three different planes.

Magnetic field effects on systems include torques due to spacecraft
magnetic moments and current flows and development of induced potentials
due to motion of the spacecraft through the ‘earth’'s field. Magnetic
torques will be exerted on spacecraft having residual net dipole moments,
uncompensated current flows or permeable materials onboard, and on spinning
spacecraft having charged surfaces. It is customary to "de-Gauss"
spacecraft before launch to minimize net moments, to design solar array
circuits to minimize net moments due to current flows, and to design
attitude control systems to compensate anticipated magnetic torques.
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Fig. 3: Schematic of the Earth’s magnetosphere.

In the spacecraft’s reference frame, its motion through the magnetic
field is seen as an electric field and causes a potential to develop across
the spacecraft’ in the direction perpendicular to both B and the
spacecraft’s velocity vector, v,,., of magnitude ¢ = (v,,. x B)°L, where L
is the spacecraft’s dimension. This potential is largest in LEO where both
vy/c and B are-largest, and zero at GEO. A value of ¢ of about 0.3 V/m is
typical at LEO. Very large systems can develop substantial potentials
which can drive currents through large spacecraft structures. This is the
operational principle of the electrodynamics tetner [Ref. 8]; for other
systems, e.g., the Space Station, such structural currents are undesirable
and to be minimized in design.

There are electric fields present in the magnetosphere, associated
with the various magnetospheric current systems. The total voltage drops
across the magnetosphere are large, but the fields are small, of order tens
of millivolts per meter [Ref. 1], and from the perspective of space system
environment interactions, the electric fields tend to be dominated by
system-induced potentials. Such potentials include system voltages in the
power system and instruments (where exposed to the environment), charging
of surfaces by .ambient plasma populations, and the motionally induced
potentials discussed above. System produced potentials drive plasma
interactions in the ionosphere and may result in enhanced chemical
reactions (0 erosion) and surface sputtering. A charged spacecraft may
experience Coulomb drag [Ref. 9] in addition to aerodynamic drag.
Additionally, charged surfaces can experience electrostatically enhanced
rates of contamination.
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2.4 NEUTRAL GASES

Atmospheric density and pressure fall off rapidly with altitude
{Refs. 1, 10] so that even at very low orbital altitudes (say 300 km), the
vacuum is "hard" by surface standards. Nonetheless, there is sufficient
gas present to cause significant effects. A typical number density value
at 300 km is 10° cm™® (compare to 10 cm™ at sea level). The kinetic
temperature of gases at orbital altitudes is high (order 1200°K) compared
to surface gas temperatures of order 300°K, and the composition is quite
different. Residual atmospheric densities, temperatures and composition
show strong variations with solar activity levels and also vary diurnally.
Atomic oxygen (0) is an important constituent; it is generally the dominant
constituent at altitudes below about 500 km, and dominates to altitudes
beyond 1000 km during periods of high solar activity [Ref. 10]. Other
important constituents include H, He, N;, 0, and Ar.

Because the residual atmosphere is relatively "low energy" - 1100°K
corresponds to about 0.1 eV - the local neutral environment is often
significantly altered by the presence and operations of a space system.
In LEO, a spacecraft’s along-track orbital velocity is large compared to
the atomic and molecular thermal speeds, so ram and wake regions are
formed. Outgassing of materials in the space vacuum is a source of
contaminant neutrals, and operation of spacecraft thrusters for attitude
control and reboost, as well as water dumps from manned systems, leaks
etc., can create high neutral densities.

Neutral gas interactions produce a number of effects on space
systems., Atmospheric drag and torques due to the motion of a spacecraft
through the residual atmosphere are important considerations for satellite
lifetime on orbit and for attitude control [Ref. 6]. Vacuum stability,
particularly in the presence of solar UV, is a basic requirement for
spacecraft material. Rapid degradation of materials on ram-facing surfaces
due to oxidation by the atomic oxygen in the residual atmosphere was
brought to light after early Shuttle missions and is an important area of
recent research [Refs. 11, 12, 13]. Another phenomenon associated with
ram-facing surfaces and of current research interest is "glow" [Ref. 14].
Contamination of surfaces, largely by deposition of spacecraft-produced
gases, is another important concern [Ref. 15}. Finally, as higher voltages
are employed on spacecraft, designers must allow for the possibility of gas
breakdown in regions of high electric fields. Residual atmospheric gas
densities are sufficiently low that this is largely a matter of avoiding
production of large system-generated neutral clouds in such regions.

2.5. PLASMAS

In addition to the residual neutral atmosphere, ionized gases, or plasmas,
abound in near-Earth space. For present purposes, the term plasma is used
to refer to those ionized gases in the magnetosphere with energies of < 100
KeV, which do not produce significant "radiation" effects. Of primary
interest here are the relatively low energy/high density ionospheric
plasmas and the higher energy/lower density plasmas associated with
geomagnetic substorm activity.
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The ionospheric plasma is generally considered to be overall neutral,
i.e., containing equal concentrations of electrons and ions, and has
characteristic temperatures of the order of 0.1 eV. Plasma density varies
with altitude and exhibits peak densities of order 10° cm™® at about 300
km (magnetic) equatorial altitude (see Fig. 4). = The densities,
temperatures and ionic composition vary diurnally, seasonally and with
solar activity [Ref. 1]. The motion of the ionospheric plasma particles
is greatly influenced by the Earth’s magnetic field and the ionospheric
plasma co-rotates with the field. Because of the magnetic field'’'s
influence, the particle densities also vary with latitude, being larger
near the magnetic equator than near the poles at a given altitude.

The other plasma environment of particular interest for spacecraft
interactions is that associated with geomagnetic substorm activity. These
plasmas are characterized by higher temperatures (5 - 20 KeV) and lower
densities (< 1 cm™®) than the ionospheric plasmas, as illustrated in Fig.
5 [Ref. 16]. Such plasmas surround spacecraft in near-geosynchronous
orbits in the pre-midnight to dawn local time region, and are carried down
magnetic field lines to produce higher-energy particle streams in the
auroral zones.

A space system in a plasma environment comes into "electrostatic"
equilibrium with the plasma by acquiring sutface charges and system
potentials such that the net current is zero [Refs. 17, 18]. This process
occurs point-by-point for insulation, taking local fields, plasma sheath
structures and surface charged particle emissions such as secondary
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Fig. 4. Densities of low energy plasma in the plasmasphere.
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Fig. 5: Model of geosynchronous substorm plasmas (temperature and
density).

electrons into account, and globally for conductors. Motionally induced
potentials and system-generated voltages must also be considered, as must
all sources of current from the natural environment (electrons, ions,
photoelectrons) and from the system itself. This equilibration process
establishes the system and surface potentials relative to plasma reference.
The equilibrium is generally treated as quasistatic but is dynamic in the
sense that it changes with any changes in current between the system and
the environment.

The charging response of a surface in a plasma may be illustrated by
considering the simple case of an insulating surface element and the
current densities which must be balanced to obtain net zero current to it,
as illustrated in Fig. 6 [Ref. 19]. Current densities to the surface are
those due to environmental electrons and ions, secondary and backscattered
electrons produced by these primaries, leakage current through the bulk
insulator, and, if sunlit, photoelectrons. Other current densities which
can be considered are secondary ions due to ion impact (generally a small
contribution) and surface leakage currents. In general, all the current
densities are functions of the surface potential (and the local electric
fields due to adjacent surfaces). For an isolated surface in a plasma,
i.e., ignoring photoelectrons and leakage currents and assuming electric
fields at the surface due only to its own potential, the "rule of thumb"
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is that the surface will charge negatively to a potential of the order of
the electron temperature. The surface charges negatively because the
electrons are much less massive than the ions and consequently their flux
is much larger, assuming that the electron and ion temperatures are
approximately the same.

For purposes of analyzing plasma-systems interactions, geosynchronous
substorm plasmas and ionospheric plasmas represent two distinct regimes.
In the hot, tenuous substorm plasmas, the Debye lengths, or distances over
which the plasma will rearrange itself to screen a (small) charge or
potential, are hundreds of meters, large enough so that in general the
space system may be considered small by comparison. Space charge effects
are negligible, so Laplace’s equation may be used to compute potential
distributions around the spacecraft and current densities from the plasma
may be computed via orbit-limited Langmuir probe theory. System voltages
are generally small relative to the plasma temperatures, so the natural
environment drives the interactions electrically. The system may also be
considered to be at rest relative to the magnetic field and the plasma.
Environmental plasma current densities are very low, the electron current
density being typically of order 107!° - 10°® A/cm®. Because of this,
photoelectron currents from sunlit surfaces, with typical current densities
of order 10° A/cm?, play an important role. Thus, in sunlight, the
shadowed insulating surfaces of a spacecraft immersed in a substorm plasma
charge negatively as described above, while the sunlit surfaces remain near
zero potential until the negative potential on the shaded surfaces becomes
large enough to form potential barriers over the sunlit side which suppress
the emission of the low energy (kT = 2 eV) photoelectrons, allowing the
entire spacecraft to begin charging negatively [Ref. 20]. This process
results in the development of kilovolt-level differential potentials
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Fig. 6: Charging response: simple case of isolated surface.
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between various surfaces, and large local electric fields. The higher
energy tail of the electron energy distribution (20 - 100 keV particles)
can also penetrate several microns into insulating materials, depositing
"buried® charge layers with corresponding high electric fields within these
materials. Arc discharges due to differential charging and/or breakdowns
due to buried charge layers are believed responsible for anomalous behavior
of many geosynchronous satellites [Ref. 21].

By contrast, in the relatively cold dense ionospheric plasmas, Debye
lengths are of order mm to cm, so space systems in this regime are large
by comparison. Space charge in this regime plays an important role both
in sheath formation and in determining current densities to surfaces,
necessitating the use of Polsson’s equation to compute potentials and
space-charge-limited formulations for sheath thickness and current
densities. System voltages are generally large compared to plasma
temperatures. The system is also in motion relative to both the plasma and
the magnetic field. At LEO, the spacecraft along-track orbital speed (=7.5
- 8.0 km/sec) is large compared to the ion thermal speeds (0.5 - 1.0
km/sec) but small compared to the electron thermal speeds, so that plasma
ram and wake phenomena are important. For large systems the motionally
induced potential is also important.

In this regime, the initial focus of plasma-system interactions
analysis is determination of the electrical floating potentials of the
system. Because in this case the system is regarded as high voltage,
overall current balance requires that some portions of the system are
positive relative to plasma to collect electrons while others are negative
to collect sufficient ions to attain net zero current. In general a larger
area must be negative, again because of the small mass (large mobility) of
electrons relative to ions. The calculation is complicated by the motional
effects, the need to account for system-generated plasmas and in some cases
the need to account for the effects of secondary emission from insulating
surfaces in determining currents to adjacent conductors [Ref. 18].
Concerns include potentials of the system (and in particular the system
electrical reference or "ground" potential) relative to plasma, parasitic
currents flowing through the plasma, currents driven through structures and
arcing of negatively-biased areas, including solar arrays, to the plasma
[Ref. 22].

The situation of low altitude, high inclination spacecraft presents
some speci:' concerns, because they pass through the auroral zones. At
high latitudes, the substorm plasmas, flowing down the magnetic field
lines, result in kilovolt-energy streams of electrons and ions at low
altitudes in the auroral =zones. These impinge on high inclination
spacecraft as they traverse these zones and can result in various charging-
related phenomena [Ref. 23].

Short term effects of plasma interactions on systems include surface
material charging, parasitic currents through plasmas or structures,
reference potential shifts relative to plasma, arcing between
differentially charged surfaces or from the spacecraft to space with
assocliated current pulses and EMI, and breakdown of thin insulating films
covering conductors at voltage. Long term effects include electrostatic
enhancement of surface contamination, sputtering induced by ions
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accelerated into biased surfaces, and enhanced degradation of surface
materials due to electrical stress and/or breakdowns.

2.6. FAST CHARGED PARTICLES

Energetic (2 hundreds of keV) particles in the Earth’s environment include
the trapped particles (electrons and ions) in the radiation or Van Allen
belts, solar flare protons and Galactic cosmic rays [Ref. 24]. Because of
their high energies, these particles penetrate into materials on spacecraft
and cause a variety of detrimental effects which must be considered in
spacecraft design. The trapped particles are an integral part of the
Earth’s magnetosphere; their motion is dominated by the Earth’s magnetic
field and comprises spiraling about the magnetic field lines, bouncing or
being reflected (mirrored) in the northern and southern hemispheres and
drifting in longitude [Ref. 25]. Two zones, the inner and outer are
usually identified. Both protons and electrons exhibit peaks in flux in
the inner zone at magnetic equatorial altitudes of about 1.5 : 2.0 Earth
radii (Rg, measured from the Earth’s center). The proton fluxes dominate,
with proton energies to hundreds of MeV. This proton population is quite
stable. The outer zone exhibits peak fluxes of electrons at around 5 Rg,
with energies to about 7 MeV. The electron populations are quite dynamic
and much more variable than the protons. Models of the energetic trapped
particle populations are maintained by the National Space Sciences Data
Center (NSSDC) at NASA’'s Goddard Space Flight Center [e.g., Refs. 26, 27].

Energetic protons (10 MeV to ~1 GeV) associated with solar flares
impinge on Earth’s magnetosphere sporadically. Earth orbital spacecraft
are somewhat protected from these by the magnetosphere, but systems in high
inclination orbits or at very high altitudes can be strongly affected [Ref.
24].

Galactic cosmic rays originate outside the solar system. They
comprise protons (85%), alpha particles (14%) and heavy nuclei [Ref. 1],
and have energies in the 100 MeV - plus range. The fluxes of these
particles with energies below about 10 GeV are modulated via interaction
with the heliosphere (solar wind and interplanetary magnetic field) so that
their flux is reduced during periods of high solar activity [Refs. 1, 24}.

Energetic particles interact with materials to produce displacement
of atoms via momentum transfer and to produce ionization in the materials.
Displacement disrupts the lattice and produces bulk damage in solids;
nuclei are far more efficient in producing displacement than are electrons.
Bulk damage is of most concern for semiconductors whose electrical
properties can be severely affected [Ref. 24].

Both electrons and nuclei produce ionization in materials. In most
cases, it is the cumulative effect of ionization, known as radiation dose
(a measure of energy deposited per unit mass of material) which is of chief
concern, though the rate at which the energy is deposited (dose rate) is
important in some cases [Ref. 24]. Semiconductors, semiconductor devices
and dielectrics are subject to this type of damage, which can degrade
electrical and mechanical performance.

Degradation of materials due to displacement and ionization processes
is generally referred to as radiation damage. Materials, and particularly
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semiconductor devices, are carefully screened for appropriate radiation
resistance for use in space applications.

In addition to the long term effects of energetic particle
impingement, there are a group of effects, known as single event phenomena,
which present particular hazards to semiconductor devices and are the
consequence of a nuclear particle passing directly through a junction and
depositing charge there [Ref. 28]. These include: Single Event Upset
(SEU) i which the impinging nucleus produces sufficient charge to change
the logic state of the device, but the circuit is such that it may be reset
by command; Single Event Latchup (SEL) which is the same except that the
affected logic switch cannot be reset; and Single Event Burnout (SEB) in
which the particle, impinging on the gate region of a power FET results in
its failure and shorting of the power supply. Evidently, some level of SEU
may be tolerable, but SEL and SEB must be avoided! The single event
phenomena present increasing hazards as technology "improves" to produce
devices which are smaller and lower energy, because such devices are
vulnerable to lower energy impinging particles than their “less
sophisticated" counterparts.

As a final note, energetic particles impinging upon a spacecraft
produce secondary radiation in passing through the spacecraft’s materials.
This includes Bremsstrahlung or "braking radiation" produced as electrons
are slowed down, and secondary protons and neutrons produced by impinging
nucleons. These may be of concern for some applications [Ref. 24].

2.7. METEOROIDS AND DEBRIS

The term "meteoroids” refer to the solid particulates of extraterrestrial
origin present in interplanetary space in the Earth’'s vicinity. There are
a number of models for the flux of meteoroids as a function of mass, one
of which (due to Grun et al. [Ref. 29}) is shown as Fig. 7. The range of
masses is extensive; the models are given in terms of cumulative flux in
number m™? sec”! versus mass in gm. The model shown in Fig. 7 is for the
interplanetary flux at 1 AU. In order to use such a model to analyze
meteoroid impacts on Earth orbital spacecraft it is necessary to modify the
interplanetary flux to account for the presence of the Earth and the
velocity of the spacecraft in orbit. Meteoroids also exhibit a
distribution in velocities which is presumed isotropic in direction, but
whose speeds change between Earth and interplanetary space [Ref. 30]. The
range of velocities is from 11.1 km/sec (escape velocity) to about 72.2
km/sec at the top of the Earth’s atmosphere, with an average of about 16.9
km/sec. In interplanetary space, velocities range down to zero, and the
average also shifts down, to about 12-13 km/sec.

Modifications to the interplanetary flux of meteoroids for Earth
orbital applications must account for gravitational focussing (which also
accounts for the change in the velocity distribution) and geometry factors
due to shielding of the flux by the Earth (these depend on altitude and the
orientation relative to the Earth of the spacecraft surface of interest).
Gravitational focussing generally increases the flux as the Earth is
approached according to the formula for the focussing factor x [Ref. 31].

1(H) = 1 + v, 2/v?




PURVIS 37

A METEOROIDS
102 y—Hn ‘panetaq'{ Flux (GEup_et 2’_,)

3 z —a—— | Iflux

.
-

R -
i I

Cumulative flux (/m2sec)

]
‘0-14“ g\x
10715 ‘ '
SR S S N[N S S S A S N Tt - -
10"?0"?0"fo“?o"fb"?o"Io"?0)'910‘810'710‘610‘510"‘10'310'210"100 10!
mass (9

Fig. 7: Model of interplanetary meteoroid flux [Ref. 29].

wvhere H is the altitude, v, is the particle velocity in interplanetary
space and v,,. is the escape velocity at H which is given by

Vese = (ZGH/(R+H) )1/2'

with G the gravitational constant, M the Earth’s mass and R the Earth’s
radius. It may be noted that in general for a particle at altitude H,

V(H) - (vlz + V..CZ(H))I/Z,

which accounts for the velocity distribution modification implied by
gravitational focussing. The Earth shielding factor (ESF) for a particular
surface will depend on altitude and surface orientation [Ref. 32]. 1t is
always <1. The adjustments x and ESF do not account for the orbital motion
of the spacecraft through the (isotropic) velocity distribution of
meteoroids at altitude H. This requires an additional adjustment (akin to
a ram/wake calculation) to the flux which depends on spacecraft velocity
in orbit and surface orientation relative to this velocity [Ref. 32]. In
addition to the meteoroids there are solid "particles" in Earth orbit of
manmade origin. About 5% of these are active spacecraft; the rest include
inactive spacecraft, spent stages, fragments and smaller particulates
resulting from collisions, explosions and operations of spacecraft [Ref.
33]. These are not truly part of the natural environment but are a part
of the orbital environment of increasing concern as a hazard to space
systems, and are referred to as orbital debris. Most of these are in
orbits below about 2000 km altitude and in all inclinations, with a smaller
"ring"® near geosynchronous orbit. The larger debris objects (> 10 cm
diameter) are tracked by the US Systems Command; in this size range they
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far exceed natural meteoroids in flux. There is evidence from Skylab,
Solar Max and other sources for the presence of debris particles in small
mass ranges as well ([Ref. 33]. Analysis of impact data from LDEF,
currently underway, should help to resolve the debris fluxes in the smaller
mass ranges [Ref. 34]. The most recent model for debris flux versus mass
has been developed by Kessler et al. [Ref. 35]. Because the debris
population is in orbit about the Earth, its velocity distribution is quite
different from that of the meteoroids; average velocities are lower, and
the velocity of impact is strongly dependent on spacecraft surface
orientation (in a given orbit, debris particle speeds are comparable to
spacecraft orbital speeds).

The obvious- concern for spacecraft from both meteoroid and debris
impacts is mechanical damage. Aside from the possibility of a collision
with some large debris object (probably catastrophic, but statistically
still reasonably unlikely so far!), the concern is for long term material
degradation from repeated small impacts, and for protection of critical
elements which might be vulnerable to a single impact. Examples of the
latter would be puncture of a pressurized vessel or a critical electrical
element. There is some evidence that particulate impact of insulation
separating power system components at different voltages can produce
permanent short circuits, particularly at higher (= 100 V) voltages [Ref.
36]. In impacting a material at high velocity, a particulate vaporizes (as
does some of the impacted material) and produces a dense localized plasma
which can conduct large currents if an electric field is present. Such
currents if sustained by external voltage sources (e.g., the power system)
can result in more extensive damage and permanent short circuits.

Particulate impacts can also produce synergistic effects which may
be hazardous. These include enhanced rates of chemical (e.g., O erosion)
or plasma interactions due to damage of thin protective coatings and
impact-stimulated release of buried charge in insulators such as surface
materials of geosynchronous or polar orbiting spacecraft.

2.8. SYSTEM GENERATED ENVIRONMENT

The contribution of the system to its local environment depends on
characteristics of the system such as size, power/voltage levels, type of
operations and/or payloads and so forth, The level of disruption of the
natural environment also depends on that environment itself in the sense
that it is the "lower energy" environment factors which are typically most
readily changed by the system’'s presence and activities. Environmental
factors likely to be affected include neutral gases, low energy plasma; and
fields.

A system may affect its local neutral gas environment via its motion
through the ambient neutral population in LEO, producing ram and wake
phenomena. It may contribute directly to the neutral population via
outgassing, operation of thrusters, effluent dumps, chemical gas releases
from experiments and so forth.

Low energy plasma populations in LEO are similarliy affected by
spacecraft motion and releases of ionized gases, including ionized
fractions of thruster plumes, as well as plasma components produced by
charge exchange of ambient ions with spacecraft-released neutrals. These
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plasma populations are also strongly affected by the electric and magnetic
fields generated by spacecraft power systems, surface charges and/or
motion.

Surface charging and the resulting electric field configurations play
an important role in geosynchronous spacecraft charging because they
control the behavior of the low energy secondary and photoelectrons which
constitute an important part of the -current balance (Ref. 20]. In
geosynchronous, as in LEO, any spacecraft-generated source of charged
particles will alter the current balance and therefore the charge state of
the spacecraft.

As noted earlier, the local acceleration (perceived "gravity*)
onboard a space system will be affected by thruster operations, internal
motions and so forth. Spacecraft sources of radiation include secondary
radiations and onboard nuclear devices.

A comprehensive treatment of environmental effects for any given
environment factor requires assessment of the spacecraft-generated
components, which become part of the local environment. A fully
comprehensive environment compatibility assessment at the system level
demands consideration of effects for all the environment factors.

3. System Design for Environment Compatibility

A conceptual flow chart for the system design process is shown as Fig. 8.
One begins with a mission, a stated goal or set of goals for the system to
fulfill. The mission may be an operational application such as a
compunications platform, scientific data gathering (e.g., measurements of
the space environment itself or space-based observations of Earth or other
celestial objects), or it may be technology demonstration. It may be

manned or unmanned. Some systems such as the Space Station have a
multiplicity of intended uses; this renders the design process more
complex. The mission, once defined, determines the system's orbit or

location in space, and defines certain system characteristics such as
general size, power level, lifetime and complexity of required operations.

LOCATION NATURAL
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Fig. 8: Conceptual flow chart for system design process.
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The orbital location (and for some factors, mission duration} in turn
determines the natural environment in which the system must operate. The
system characteristics lead to a conceptual design which is refined in
stages (preliminary, detailed, final) for each subsystem and for the system
as a whole. As part of this design/refinement process, analys. - are made
to the system’s interactions with its environment and the consequences for
performance. Such analyses use as input various specifications for the
environment factors and the system characteristics, and produce
requirements on the system design which are incorporated into design
refinements. Testing is conducted at various stages to aid in the analysis
and as proof of concepts and design demonstration. At each stage the
mission requirements are reviewed to ensure that the system will fulfill
the mission. In cases where requirements conflict, trade studies must be
done, with satisfaction of the mission objectives as the deciding factor.

Design approaches to control »nvironmental impacts include selection
of materials and coatings, selection of electrical components and circuits,
protection of critical elements (e.g., from impact or radiation),
hardening, design and placement of subsystem elements to minimize
interactions or interference and restrictions on operations of some
subsystems. In some cases, control of the local environment is indicated,
such as providing cryogens or pressurized containers. Use of plasma
sources to control spacecraft potentials has been considered for some
systems. Other active environment control measures may also be useful.

Requirements stemming from one set of environmental compatibility
concerns are frequently different from, and sometimes in conflict with
those stemming from another set. In such cases subsystem or system level
trade studies are necessary to identify the optimum design choice. As an
example, a material with desirable thermal and vacuum stability properties
may be unacceptable from an electrical viewpoint (too conductive, too
insulating or unstable under atomic oxygen bombardment.) Then another
material must be sought, or perhaps a new material or coating developed for
the application.

The usual approach to environmental interactions has been to treat
each environment factor separately, performing analyses and conducting
tests, and placing requirements on materials, electronics, subsystems and
so forth as indicated. The requirements levied by the individual analyses
must then be integrated via system requirements documentation. As missions
and systems become more complex, this approach becomes more tedious and
subject to conflict. In recent years there has been increasing effort to
develop more comprehensive engineering analysis tools to aid in system-
level design trade studies. Examples of this trend include ESABASE [Ref.
37]) in Europe and EPSAT [Ref. 38] in the US.

4. Conclusion

The natural environment of near-Earth space is complex and dynamic and
contains many components, some of which are strongly influenced by the
system’s presence and operations. Environmental compatibility is an
essential element of system design, with the relative importance of various
environmental effects ultimately determined in each case by their impact
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on the system’s ability to perform its mission. Traditionally,
environmental effects on systems have been considered as a set of separate
entities, with each environment factor treated separately in terms of
analysis and testing, and resulting in separate sets of requirements on
materials, electronics, subsystems, etc. which are then integrated at the
system level via requirements documents. As missions and their associated
systems become more complex, such an ex-post-facto approach becomes
inefficient at best. Development of comprehensive environmental
compatibility analysis tools and inclusion of environmental compatibility
assessments as an integral part of the design process from the inception
of mission/system definition would appear to be the direction for future
progress.

The intent of this paper has been to introduce, in overview form, the
various environment factors and some of their effects on Earth orbital
systems, and to suggest a "systems" perspective from which to view these
environment interactions and impacts. The coverage has been intentionally
brief. It is anticipated that the following papers in this volume will
provide details of the environment, the interactions and effects, and
summarize experience with some actual space systems from the environment
effects perspective.
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INTRODUCTION TO THE SPACE ENVIRONMENT

R. W. NICHOLLS

Centre for Research in Earth and Space Science
York University

4700 Keele St., North York, Ontario, Canada M3J 1P3

ABSTRACT. Near-Earth Space is the principal space environment in the
context of the Advanced Study Institute. It includes the (= 1000km thick)
terrestrial atmosphere, in which most contemporary space activity takes
place, and the magnetosphere. For planetary missions interplanetary space
and the atmospheres of other planets are also important parts of the space
environment. The near-earth space and planetary space environments are
greatly influenced by the effects of solar particulate and electromagnetic
radiation, and the effects of planetary gravitational and magnetic fields.

This paper introduces the concepts of space activities and the space
environment. 1t also reviews the properties, constitution, structure and
energy exchange processes of the atmosphere with emphasis on neutral
species.

1. Introduction

This NATO Advanced Study Institute is devoted to a discussion of the
Behaviour of Systems in the Space Environment. In the introductory
presentations we therefore first review the nature and properties of the
environment in which space systems operate to provide a scientific context
for the discussions of space systems which follow.

Contemporary space activities of many nations may be broadly
classified into the following categories:

e Space Applications
Use of Communications and Earth Observations Satellites.

. Space Technology

Fabrication and engineering of components of launch systems,
space vehicles, payloads, communications and data handling
systems.
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¢ Space Science
Use of Space Systems to perform research:

IN SPACE (e.g., microgravity research in space
laboratories)
ON SPACE (e.g., study of local space plasmas)

FROM SPACE (e.g., astronomical and earth observations from
observational satellites)

Apart from the use of communications satellites and some planetary
probe activities, most of the above space applications and space science
activities are carried out within the 1000km thick terrestrial atmosphere.
A few extend into the magnetosphere and the solar-terrestrial region of
near earth space, and some occur in interplanetary space. These are the
regions of the space environment with which we are mainly concerned in this
Advanced Study Institute.

The principal influence to which near-earth space is subjected is the
energy flux from the sun. It has particle (solar wind) and electromagnetic
radiation (from the X-ray to microwave) components. Solar properties and
radidtion are reviewed in following contributions.

The magnetic field of the earth exerts a profound influence on the
charged particles in the solar wind. It gives rise to the magnetosphere
and the radiation belts in near earth space. Further, the terrestrial
magnetic field exerts a great influence on the ionospheric layers of the
high atmosphere. The properties and phenomena of the magnetosphere and of
the ionospheric are also reviewed in following contributions.

The properties of interplanetary space, and the properties of cosmic
rays and energetic particles, all of which contribute to the space
environment are also reviewed in later lectures.

Part of the local near-earth space enviromment is particulate, with
natural (micrometeors) and anthropogenic (space debris) components. Both
of these have to be understood, for they can cause collision damage to
space systems. They too are each reviewed below in the hypervelocity and
impact physics contributions.

Typical space instrument platforms, and their nominal altitudes are
as follows.

INSTRUMENT PLATF S ALTITUDES (km)
Ground (upward looking) 0

Aircraft 5-10

Balloons 25-30

Sounding Rockets 100-200

Earth Observations Satellites 300-700
Astronomical Satellites (various) 500; 600; 30;000; 80,000
Shuttle 300

Space Station/Mir 700

The near-circular orbits of many spacecraft thus lie in the upper
atmospheric region of near-earth space. Spacecraft with more eccentric
orbits traverse not only the upper atmosphere but also the more remote
regions of near-earth space. Consequently many spacecraft experience the
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physical conditions of the mesosphere, the thermosphere and the exosphere
of the terrestrial atmosphere as well as the magnetosphere in some cases.
The conditions are determined by neutral and charged particle interactions,
particulate collisions, electromagnetic radiation over a very broad
spectral range, and electric and magnetic fields. We therefore devote much
of this presentation to an overview of the space environment of the
terrestrial atmosphere.

The orbits of other spacecraft (e.g., geosynchronous satellites,
magnetospheric satellites and planetary probe satellites) are much further
from the earth, and they experience the physical conditions of the
magnetosphere and of interplanetary space.

‘It should also be remarked that unlike typical laboratory
circumstances, at satellite orbital speeds of say 10 km/sec, the kinetic
energy of collision between the satellite surface and an environmental
particle, such as an O-atom, is about B8ev which can give rise to
significant physico-chemical effects. These are discussed in later
presentations.

An excellent contemporary reference to some of these topics is
Handbook of Geophysics and the Space Environment [Ref. 23, 3rd edn]
produced by the Air Force Geophysics Laboratory. The earlier editions of
this fine reference work [Ref. 30, 31} and also the Satellite Environment
Handbook [Ref. 22] are also of great scientific and historical interest.

2. Structure of the Terrestrial Atmosphere

We are concerned here with the general properties of the terrestrial
atmosphere as it currently exists. It is beyond the scope of this brief
presentation to discuss the long term evolution of the atmosphere into its
current state [see e.g., Ref. 19, 32].

The atmosphere is a complex multicomponent compressible fluid. At
different altitudes it is influenced by, and exhibits the following
phenomena:

* the mechanics of compressible fluids and their mass transport
(e.g., winds, meteorology and climate)

¢ atmospheric (photo) chemistry; the production of atomic and
molecular neutral and ionized species and their energetic
reactions (e.g., aeronony)

¢ atmospheric ionization and electromagnetics (e.g., ionospheric
phenomena and radio propagation)

* atmospheric luminosities (e.g., the aeronomy of the aurorae,
airglow, shuttle glow, etc.)

Continuum, gas kinetic and particle ballistic models have been
developed to describe the behaviour of various atmospheric layers.

Many ground based, aircraft and balloon based, sounding rocket and
shuttle based, and satellite based instrument packages, which depend on
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diverse technologies have been developed over the past few decades to study
atmospheric phenomena by remote sensing and by immersion sensing methods.
The interpretation of such work requires an extremely multidisciplinary
approach, calling for the skills of meteorologists, climatologists,
atmospheric scientists, modellers, physicists, chemists, equipment
designers, engineers, data analysts, etc. Further, while a general
understanding of the structure, composition and processes of the atmosphere
exists, that understanding is still rapidly evolving. New phenomena such
as the polar ozone "holes" [Ref. 3, 4, 15] continue to be revealed and are
intensively studied.

In addition to the various editions of the Handbook of Geophysics
cited above, other excellent texts on atmospheric properties and aeronomic
processes exist, For authoritative discussion of some of the topics
briefly reviewed below, the material in Ratcliffe [Ref. 27], Whitten and
Poppoff [Ref. 33, 34], Banks and Kockarts [Ref. 1), Chamberlain [Ref. 8],
Brasseur and Solomon [Ref. 2] and Rees [Ref. 28] is highly recommended.

The upper limit of the atmosphere is not sharply defined. It is the
region where the number density of particles is indistinguishable from that
of the magnetospheric medium into which it merges. 1Its location and
properties are time dependent and vary with the strength of solar activity.
For our purposes it is convenient to adopt about 1000km as the altitude of
the fringe region of the atmosphere from where the light mass components
R and He escape into space. In that region the collisional mean free paths
are on the order of 10° m. The gas laws do not strictly apply, and
molecular trajectories are ballistic.

The properties of the 1000km thickness of the atmospheric environment
are reviewed below, for that is the region in which many space systems are
operationally immersed. The lower regions of the atmosphere are
electrically neutral. The upper layers have significant populations of
electrons and positive ions in the various layers of the ionosphere, the
plasma properties of which are significant.

The principal species of the atmosphere and the variation of their
concentration with altitude is displayed in Figs. la and 1b. It is clear
from these figures that the concentration of each of the most abundant
components (N, 0,, A, CO,) appear to decrease exponentially with altitude
to about 86km, and that their relative concentrations do not change much
up to this altitude. The presence of photochemically produced species like
O, OH, NO, H is also clear. Above 86km the variation of species abundance
with altitude is somewhat more complex.

The principal atmospheric regions (troposphere, stratosphere,
mesosphere, thermosphere and exosphere) are characterized by the
atmospheric temperature profile. This is illustrated in Fig. 2. The
"pauses" where dT/dz=-0 were suggested by Chapman to delineate the
boundaries between regions. The physical conditions in each of the
regions, and the characteristic processes which take place in them vary
from region to region. The temperature profile of a region is a
manifestation of its heating budget which depends upon absorption and
emission of radiation and the related photo-dissociation, photo-ionization
processes and mass transport processes.
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Fig. 1b: Vertical Distribution of Atmospheric Constituents from 80-500km
[Ref. 30, 8-3].

Energy input in a layer depends upon the product of number density
of absorbing species (N;), frequency distribution of radiation density p(v)
(or intensity I(v)) at the altitude concerned, and the cross-section (o(v))
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for the absorption process. The profile of a layer at altitude z is then
controlled by N,(z) I(v,z) o(v,z). By extension of these concepts, Chapman
[Ref. 11, 12] developed a celebrated phenomenological model of atmospheric
layer formation in which account is taken of radiation absorption leading
to photodissociation or photoionization. Its applications to the formation
of the ionospheric layers is briefly reviewed elsewhere [Ref. 31, 2-1].




NICHOLLS 51
2.1. ATMOSPHERIC LAYERS

The troposphere, which occupies the important lowest = 10km of the
atmosphere, contains about 75% of the atmospheric mass at any point
(depending on latitude). It is the realm of climate, weather, meteorology,
aircraft flight and, of course, life. It maintains important environmental
interactions with all parts of the earth’s surface. The planetary boundary
layer where viscous phenomena and wind shears are emphasized lies in the
lowest kilometer of the troposphere. The universal gas law

P =~ pR*T/M=NR*T/N, = N k T (1a)

holds well in the troposphere. At altitude z, P is the total pressure, p

is the mass density, R* is the universal gas constant, k is Boltzmann's

constant, T is the absolute temperature, M, is the mean molecular weight,

N is the total number density of molecules, and N, is Avogadro’s constant.
The partial pressure P; of species i of number density n; is:

Py=m kT (1b)
and
P=% P . (1lc)

The vertical equilibrium of an atmospheric slab of vertical thickness
dz which supports a pressure change of -dp is given by:

-dP = g p dz (2a)

where g is the altitude-dependent acceleration of gravity MG/(R.,+z)?. M
and R, are, respectively, the terrestrial mass and radius, and G is the
universal constant of gravitation.

From Eqs. (la) and (2a)

P/Po=p/po= N/N,= exp [-z/H] , (2b)

where

H = R*T/gM, (2c)

is the so-called "scale height". It is the altitude change over which the
pressure, mass density and number density changes by 1l/e (=0.46). The
concept of scale height has many applications in the aeronomy of planetary
atmospheres. It is in general z-dependent, for both T and M, vary with
altitude.

Equation (2b) is the familiar "barometric" equation. Its excellent
representation of atmospheric circumstances to an altitude of about 86km
is seen in the linearity to this altitude of the semi-logarithmic plots of
abundance of major species in Fig. 1. The semi-logarithmic plots of
Figs. 3a and 3b display the variation of P, p, N, T, M,, mean free path,
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Fig. 3a: Profiles to 700km of temperature, pressure, density and molecular
weight from U.S. Standard Atmosphere 1962 [Ref. 31, 2-2].

collison frequency and particle speed, with z up to 700km. Note the
linearities of P, N, and p in these plots up to 86km.

The reason that the barometric equation so well represents
atmospheric conditions up to 86km is seen in Fig. 3a which displays the
variation of mean molecular weight M, of atmospheric constituents with
altitude to 700km. M, is constant (28.964kg/kmol) from the surface to
about 86km, which is the altitude of the onset of the thermosphere. Over
this range of altitudes the effects of diffusion and of photochemistry have
a minimal influence on M,. The relative proportions of the major
constituents is unchanged. The decrease of M, with altitude in the
thermosphere above 86km is due to photodissociation and photoionization of
major species in the thermosphere.

Photochemical effects also occur in the stratosphere and the
mesosphere with the consequent formation of important minor constituents,
as is seen in Fig la. This has a very small effect on the mean molecular
weight in those regions because the number density of new species
(principally O and 0;) formed in the stratosphere are about 7 orders of
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Fig. 3b: Profiles to 700km of number density, collision frequency, mean
free path and particle speed from U.S. Standard Atmosphere 1962 [Ref. 31,
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magnitude below the number densities of the principal atmospheric
constituents, (N, 0,, A, CO;) which control M,.

In the troposphere, the constant decrease in temperature with height
of between 6 or 7 °K/km is called the (adiabatic) lapse rate. In Fig. 2a
we recognize the tropospause at about 10kia. Above this is the stratosphere
through which the temperature rises as a result of absorption of solar
radiation and the formation of ozone which is discussed at length in
section 2.2. The stratosphere which terminates at the stratopause near
50km, is followed by the mesosphere (middle atmosphere) in which many
complex photochemical processes occui, and throughout which the temperature
falls. The mesosphere terminates at about 86km which is the location of
the mesopause. Above the mesopause is the thermosphere, across which the
temperature rises dramatically. There are few opportunities in this region
for heat produced by photodissociation and photoionization processes to
dissipate, for the collision frequency is so small (e.g., = 1 sec™! at
300km), and the collision mean free paths are so large (e.g., = lkm at
300km). Figures 3a and 3b display the variation of collision frequency and
mean free paths to 700km. Diffusion is important at these altitudes.
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Gravity wave phenomena are observed through the mesosphere and thermosphere
[Ref. 21, 29].

The positive temperature gradient in the thermosphere is related to
heating arising from zbsorption of ultraviolet sunlight with consequent
photodissociation of oxygen molecules into "hot"™ O atoms. Atomic oxygen
rapidly becomes a permanent component of the thermosphere with increase in
altitude. The temperature gradient decreases in the region of 500km at the
thermopause. Its location is very dependent upon solar activity.

The fringe region of the atmosphere above the thermosphere is called
the exosphere in which molecular trajectories are ballistic. Throughout
the thermosphere photodissociation causes the mean molecular weight to
decrease with increasing altitude as indicated in Fig. 3a. Further,
photoionization processes give rise to the various layers (D, E, F, etc.)
of the ionosphere, the onset of which lies at the top of the mesosphere.
Most of the ionospheric layers lie in the thermosphere. It is reviewed
more fully in a later chapter [Ref. 25].

The atmospheric layers identified above lie in three broad regions:
The Homosphere, The Heterosphere and The Exosphere characterized by the
physical conditions which exist in them.

The HOMOSPHERE occupies the bottom 86km of the atmosphere. It
includes the troposphere, the stratosphere and the mesosphere. In this
region the atmosphere is well mixed, collision frequencies are high, mean
free paths are small (see Fig. 3b), the perfect gas law and the barometric
equation hold well, and the relative fractions of the principal components
(N;, 0;, A, CO,) are constant. The mean molecular weight is also constant
(28.9644 kg/kmol, see Fig 3a). The region is homogeneous. Different
photochemical processes indeed occur in the three regions, but these relate
to the chemistry of the minor components as seen in Fig. 1. The scale
height in this region depends solely on T/g, and thus upon the variation
of T with altitude.

The HETEROSPHERE lies above the homosphere. It contains the
thermosphere. In the heterosphere, from 86km to above 500km, depending on
solar activity, photochemical reactions and diffusive separation of
components ensure a steady decrease in mean molecular weight with increase
in altitude (see Fig. 3a). Mean free paths are large and collision
frequencies are small (see Fig. 3b). The region is thus heterogeneous.
Mixing effects of winds do not influence the variation of species with
altitude. Photodissociation of 0O, causes O to be a very important
component of the heterosphere. This can have a significant effect on space
systems at those altitudes. Photoionization effects in the heterosphere
give rise to the high concentrations of electrons in the F regions of the
ionosphere [Ref. 25]. In the heterosphere the scale height depends on
T/Mg. 1Its increase with altitude is controlled both by the increase in
temperature and by the decrease in mean molecular weight with increase in
altitude.

The EXOSPHERE is the region above 500km in whi h the light species,
mainly H and He whose scale heights are large, are the principal
components. The collision frequencies are so small (= 1 per minute) that
atoms of H and He escape from the atmosphere on ballistic trajectories.
The number density of principal components of the exosphere are illustrated
in Figs. 4a and 4b as a function of height.



NICHOLLS 55

800 \ Total density -

-~ He3iSkm E

= H 2150km -4

ALTITUDE (km)

g

DENSITY(gm em™)

Fig. 4a: Atmospheric density and contributions from components between 300
and 1000km. Scale heights at various altitudes are also indicated [Ref. 1,
ploO].

3000 1

2500~

2000 |-

Altitude (km)

]
3
T

1000 |~

: | |
102 103 10* 10° 106 107 10* 10° 100
Particle number density (cm™?)

500 1 ] !

Fig. 4b: O, H, and He number densities in the exosphere [Ref. 34, plll].

A study of the vacuum UV spectrum of the airglow reveals that the
earth is surrounded by a cloud of H which emits Lya at 1216A. This
suggested the use of the term geocorona to describe the outer regions of
the exosphere, for Lya is also a major spectral emission from the solar
corona.
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2.2. TIMPORTANCE OF PHOTODISSOCIATION PROCESSES IN ATMOSPHERIC STRUCTURE

It is clear from Fig. 1 that the allotropes of oxygen, O, 0, and 0; are
persistent and important upper atmospheric species variously in the
troposphere, the stratosphere, the mesosphere and the thermosphere. The
very significant effects of atmospheric O on space systems will be
discussed later in this Advanced Study Institute. Thus in this section a
discussion is given, in an atmospheric context, of the formation of O and
0; from photodissociation of 0,.

The potential curves of the more important electronic states of O,
are displayed in Fig. 5. From the standpoint of long path atmospheric
absorption phenomena, the electronic absorption transitions (band systems)
which involve these states are [Ref. 20]:

hv + 0, (X’T) -> 0y(als,) (Infra-red Atmospheric Absorption System)
-> oz(blz; ) (Atmospheric Absorption System)
-> 0,(A%2 Y )  (Herzberg I System)

-> 0,(B2 ;) (Schumann-Runge System)

oeP)+0(CP)
Potential
(eVv)

(=18
W
&

Radius (A)

Fig. 5: Potential Curves of 0, electronic states.
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The strongest IR Atmospheric Absorption bands lie in the near IR at
1.2683 u (0,0) and 1.0674 p (1,0). The system is "forbidden" by electric
dipole selection rules. The resulting metastability of the long lived alas
state has important implications in the energetics and chemistry of the
troposphere. The b!Z] state is less metastable, and bands of the
atmospheric absorption system are readily observed in long path lengths of
0,. The strongest are at 6969A (0,0) and at 6895A (1,0). These bands are
indicated in Fig. 6 which is a realistic line-by-line spectral synthesis
of long path atmospheric extinction from satellite altitudes [Ref. 24].

The Schumann-Runge [Ref. 18], and Herzberg I [Ref. 14, 7] systems
play very important roles in the oxygen photochemistry of the stratosphere,
mesosphere and thermosphere. Because of the significant change ar, in
equilibrium internuclear separations r, between the X and the respective
A and B states, the absorption progressions from x3z;(v"-0) to both the A
and the B states involves a set of bands attached to a shorter wavelength
photodissociation continuum (see Figs. 5, 7).

Solar radiation at wavelengths of the Schumann-Runge continuum is
strongly absorbed in the thermosphere and in the mesosphere. It does not
penetrate lower into the atmosphere. The Schumann-Runge continuum
transition is therefore the main source of O atoms in those regions. Solar

00 - 0, CHAPPIUS BANDS H,0 VIBRATION ROTATION BANDS
(0-2)
0.80
01 (00
0.60
TRANS-
MISSION //)(
0.40 -} OXYGEN ATMOSPHERIC SYSTEM ABSORPTION BANDS (x-> b)
0.20 -
0.00 T T T T Y T T T
600.00 62000 640.00 660.00 680.00 700.00 72000 74000 760.00 780.00
WAVELENGTH (NM)

Fig. 6: Spectral synthesis of atmospheric transmission spectrum between
600 and 700nm. Absorption features of the (0,0); (0,1); and (0,2) Bands
of the Atmospheric system, O; Chapuis bands and H,0 vibration rotation
bands are indicated.
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Fig. 7: Spectral synthesis of absorption cross section of 0, and 0,

between 150 and 200 nm (after Ref 5].

radiation at wavelengths of the Herzberg continuum is less strongly
absorbed. It penetrates to the stratosphere where it is the main source
of stratospheric O atoms which give rise, after some chemistry, to the
ozone layer.

Absorption of solar radiation into the continua occurs when Franck
Condon "vertical” transitions from X3 (v=0) terminate respectively on the
A or B potential curves at a location (r < r,) above the respective
dissociation limits. 1In these cases the bound-free transitions

O(3P) + O('D) : S-R [Upper state 0,(B3Z])]
hv + 0,(X°%;)

~

0(°P) + O(®P) : H I [Upper state 0,(A%)]

occur [Ref. 26). The Herzberg I transition is modestly forbidden as an
electronic dipole transition for it breaks the - <-/-> - selection rule
[Ref. 20, p. 277]. 1Its bands and photodissociation continuum are thus
weaker than the Schumann-Runge bands.and continuum (see Fig. 7). The

formation of O('D) in the Schumann-Runge continuum has important
implications in the aeronomy of the mesosphere and thermosphere which are
well discussed by Banks and Kockarts [Ref. 1], Whitten and Poppoff
[Ref. 34], Ratcliffe [Ref. 27] and by Rees [Ref. 28].

In the case of the B state curve-crossing, predissociations which
occur at vibrational levels near v’'=4 and above enhance the effect.
Figure 7 displays a semi-logarithmic plot of the absorption cross section
for the 0, molecule (from X!3 v"0) and the O, molecule between 2500A and
1500A. The 0, cross sections were computed using a realistic line-by-line
code which we have developed {Ref. 5, 6, 24]. The O, data were measured
by Griggs (Ref. 17].
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In this figure, bands of the v"=0 progression of the Herzberg 1
system lie between 2500A and 2429A. They merge into the Herzberg I
photodissociation continuum at 2430A. This continuum is overlaid between
2000A and 1751A with bands of the v"=0 progression of the Schumann-Runge
system. These bands merge into the Schumann-Runge photodissociation
continuum at 1751A. This continuum runs to about 1350A with a maximum at
about 1425A. 1In Fig. 7 the segment of the continuum between 1751A and
15004 is displayed.

Thus the two absorption processes which respectively pgive rise to
photodissociation of Q, in the atmosphere are:

Herzberg Continuum - Stratosphere
hv + 0,(X32 }) -> 0(°P) + 0(®P) (A< 24304)

Schumann-Runge Continuum - esosgh re
ermosphere

-> 0CP) + 0(3D) (A< 17514)

Solar irradiation of the atmosphere is the principal cause of the
photodissociation processes. It also stimulates photoionization processes
which give rise to the ionosphere. These are discussed below [Ref. 25].

The solar radiation which illuminates the terrestrial atmosphere is
the superposition of a) the illumination from the solar photosphere which
radiates an approximately T = 6000°%K black body Fraunhofer continuum
crossed with chromospheric absorption lines, and b) the atomic and ionic
line emission and very high temperature (£ 10°® %) continuous spectrum of
the solar corona [Ref. 31, Chaps 15 and 16; Ref. 23, Chaps 1 and 2].

The high number density of O in the thermosphere indicated in Figs.
la and 1b is principally due to the effects of solar radiation in the
Schumann-Runge photodissociation continuum. Smaller contribuiions are made
by solar radiation at the wavelengths of those Schumann Runge bands where
predissociation occurs, from Hydrogen line radiation at the Lyman «a
wavelength (1216A), and from the Herzberg photodissociation continuum, in
order of decreasing importance, as illustrated in Fig. 8.

Similarly the relative importance of radiation at these wavelengths
which penetrates to various levels of the mesosphere is indicated in
Fig. 9. 1In this figure it will be noted that solar continuous radiation
in the Herzberg continuum has a dominating effect below about 65km as the
atmosphere becomes more ‘and more opaque to shorter wavelengths.

At stratospheric altitudes solar radiation in the Herzberg continuum
is the only available photodissociative radiation which penetrates to these
levels. This is shown in Fig. 10 which also shows 0, photodissociation
rate from Schumann-Runge predissociated band wavelengths in the lower
mesosphere (where radiation reaches) and from solar radiation in the
Herzberg continuum in the stratosphere.
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Stratospheriec absvrption of solar radiation into the Herzberg
contliiuum gives rise to the formation of 0 atoms (both in the ground and
3P state). Chapman {Refs. 9, 10, 13] suggested that the three body
recombination reaction:

0O+ 0, +M->0, +M

is responsible for ozone formation in the stratosphere. The collision
partner M is needed to balance angular momentum in the collision. M is
probably an 0, molecule.

The photochemical processes which take place in the stratosphere
result in reaction products with enhanced kinetic energy. This is the
source of stratospheric heating and the tempcrature rise to the
stratopause.

The ozone which is formed in the stratosphere exhibits three
electronic transitions, which in absorption give rise, respectively, to the
Hartley bands (2000A-3000A), the Huggins bands (3000A-3600A) and the
Chappuis bands (4500A-8200A) [Ref. 17]). The intensity profiles of these
absorption transitions are displayed in Figs. 1la, 1lb, and 1llc).

The Huggins and Chappuis bands, which lie in the visible spectra
region, are quite weak. The UV Hartley band absorption however is wvery
strong. It is the source of the UV opacity of the ozone layer over a broad
spectral range. It prevents solar radiation with wavelengths below about
30004 to reach the surface of the earth. It thereby acts as a shield of
the earth’'s surface from damaging UV solar radiation. The fragility of the
ozone layer to anthropogenic chemical attack by CFCs and oxides of nitrogen
is of great environment concern [Ref. 3, 4, 15}.
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Most optical remote sensing of the state of the ozone layer are based
on the spectroscopic properties of all three of these transitions. 1t is
a very important contemporary activity in atmospheric science [Ref. 16].
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3. Summary and Conclusions

A brief summary has been made here of some of the properties of the local
near-earth space environment of the neutral terrestrial atmosphere in which
many contemporary space activities take place. No account has been given
of luminous phenomena such as the aurora and the airglow, nor of the
luminosities which occur around spacecraft in the mesosphere, often called

the O-glow. The atmospheric constitution, structure and processes are
summarized in Fig. 12.
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Fig. 12: Summary of atmospheric composition and nomenclature [Ref., 1].




. g e e —_——

64

THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

Acknowledgements

This work has been assisted by research grants from the Natural Sciences
and Engineering Research Council of Canada, the Atmospheric Environment
Service of Canada, the Defense Research Establishment, Valcartier, Quebec,
the Institute for Space and Terrestrial Science, and the Canadian Network
for Space Research.

References

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]
(9]
(10]

(11]

(12]

(13]

P.M. Banks and G. Kockarts, Aeronomy (Parts A and B), Academic
Press, New York (1973).

Guy Brasseur and Susan Solomon, Aeronomy of the Middle Atmosphere,
D. Reidel, Dordrecht Holland (1984).

W.H. Brune, J.G. Anderson, D.W. Toohey, D.W. Fahey, S.R. Kawa, R.L.
Jones, D.S. McKenna, and L.R. Poole, 'The potential for ozone
depletion in the arctic polar stratosphere’, Science 232, 1260-1266
(May 30, 1991).

F.E. Bunn, F.W. Thirkettle, and W.F.G. Evans, ’'Rapid motion of the
1989 Arctic Ozone Crater as viewed with TOMS data’, Canadian Journal
of Physics 69, 1087-1092, "Special Issue on Space Science" (1991).
M.W.P. Cann, R.W. Nicholls, W.F.J. Evans, J.L. Kohl, R. Kurucz, W.H.
Parkinson, and E.M. Reeves,. 'High resolution atmospheric
transmission calculations down to 28.7 km in the 200-243nm spectral
range’, Applied Optics 18 (7) 964-977 (1979).

M.W.P. Cann, J.B. Shin, and R.W. Nicholls, ’Oxygen Absorption in the
spectral range 180-300nm for temperatures to 3000°K and pressures to
50atm, Canadian Journal of Physics 62 (12), 1738-1751 (1984).
M.W.P. Cann and R.W. Nicholls, ’‘Spectral Line Parameters for the 0,
Herzberg I Band System, Canadian Journal of Physics 69, 1163-1165,
"Special Issue on Space Science" (1991).

J.W. Chamberlain, Theory of Planetary Atmospheres, Academic Press,
New York (1978).

S. Chapman, ‘A theory of upper atmospheric ozone’, Memoirs of the
Royal Meteorological Society 3, 103-125 (1930a).

S. Chapman, 'On ozone and atomic oxygen in the upper atmosphere’,
Philosophical Magazine 10, 369-383 (1930b).

S. Chapman, 'The absorption and dissociative or ionizing effect of
monochromatic radiation in an atmosphere on a rotating earth’,
Proceedings of the Physical Society of London 43, 26-45 (193la).

S. Chapman, ’'The absorption and dissociative or ionizing effect of
monochromatic radiation in an atmosphere on a rotating earth part
1I: Grazing incidence', Proceedings of the Physical Society of
London 43, 483-501 (1931b).

S. Chapman, ‘Some phenomena of the upper atmosphere’', Proceedings of
the Royal Society A 132, 353-374 (193l1c).




NICHOLLS 65

(14]

(15]

[16]

[17)

(18]

[19]
[20]

(21}

(22)

[23]

(24]

(25]

(26]

(27]
(28]

[29]

(30}

V. Degen, S.E.H. Innanen, G.R. Hebert, and R.W. Nicholls,
nIdentification Atlas of Molecular Spectra (series 1) 6: The 0, A’Z
- X?Z; Herzberg I System, Centre for Research in Earth and Space
Science and Department of Physics, York University, North York,
Ontario Canada M3J 1P3, ppvii + 31 (1968).

W.F.G. Evans, F.E. Bunn, and A.E. Walker, ‘Global ozone trends from
a re-analysis of TOMS data’, Canadian Journal of Physics 69, 1103-
1109, Special Issue on Space Science (1991).

W.B. Grant, 'Ozone Measuring Instruments for the Stratosphere’,
(Volume 1, Collected works in Optics), Optical Society of America,
Washington, D.C (1989).

M. Griggs, 'Absorption coefficient of ozone in the ultraviolet and
visible regions’, Journal of Chemical Physics 49, 857-859 (1968).
G.R. Hebert, S.E.H. Innanen, and R.W. Nicholls, Identification Atlas
of Molecular Spectra (series 1) 4; The 0, B3Z] - x3z; Schumann-Runge
System Centre for Research in Earth and Space Science and Department
of Physics, York University, North York, Ontario Canada M3J 1P3, pp
vii + 30 (1967).

A. Henderson-Sellers, ‘The origin and evolution of planetary
atmospheres’, Adam Hilger Ltd. Bristol (1983).

G. Herzberg, Molecular Spectra and Molecular Structure II The
Spectra of Diatomic Molecules, Van Nostrand, New York (1950).

C.0. Hines and D.W. Tarasick, ’‘On the detection and utilization of
gravity waves in airglow studies’, Planetary and Space Science 35,
851 (1987).

F.S. Johnson (ed.), Satellite Environment Handbook, Stanford
University Press (1961).

A.S. Jursa (Scientific Editor), Handbook of Geophysics and the Space
Environment, Air Force Geophysics Laboratory, Air Force Systems
Command, United States Air Force (Note additional copies can be
obtained from National Technical Information Service, 5285 Port
Royal Road, Springfield, VA 22161 (1985).

R.W. Nicholls, 'Realistic synthesis of atmospheric and interstellar
extinction spectra’, Journal of Quantitative Spectroscopy and
Radiative Transfer 40 (3), 275-289 (1988).

R.W. Nicholls, ‘The upper atmosphere and the ionosphere’, this
volume, p 103 (1991a).

R.W. Nicholls, 'Franck-Condon Factor Sum Rules for transitions
involving bound and unbound states’, Journal of Quantitative
Spectroscopy and Radiative Transfer 45 (5), 261-265 (1991b).

J.A. Ratcliffe (ed.), Physics of the Upper Atmosphere, Academic
Press, New York (1960).

M.H. Rees, Physics and Chemistry of the Upper Atmosphere, Cambridge
University Press, Cambridge (1989).

D.W. Tarasick and C.0. Hines, ‘The observable effects of gravity
waves on airglow emissions’, Planetary and Space Science 38,
1105-1119 (1990).

United States Air Force Geophysics Research Laboratory (1957, 1960),
Handbook of Geophysics (1957, private distribution, Revised
Edition), MacMillan, New York.




66

(31]

(32]
(33]
[34]

THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

S.L. Valley (Scientific Editor), Handbook of Geophysics and Space

Environments, Air Force Cambridge Research Laboratories, Office of
Aerospace Research, United States Air Force (1965).

J.C.G. Walker, Evolution of the Atmosphere, MacMillan, New York

(1977).

R.C. Whitten and I.G. Poppoff, Physics of the Lower JIonosphere,

Prentice Hall, New York (1965).

R.C. Whitten and I.G. Poppoff, Fundamentals of Aeronomy, John Wiley,
New York (1971).




THE SUN - ITS ROLE IN THE ENVIRONMENT OF THE NEAR EARTH SP/.CE

VICENTE DOMINGO
Space Science Department of ESA
ESTEC, Noordwijk (NL)

ABSTRACT. The basic characteristics of the Sun are described as the
background that determines the permanent features of the near Earth
environment. The Sun transmits its influence to the Earth essentially by
gravitation, electromagnetic radiation and particle emission (solar wind
and energetic particles). Leaving gravity apart, the average
characteristics and the variability of the different components of the
electromagnetic radiation as a function of wavelength are discussed; and
for particle emission, the characteristics of the solar wind, including its
changes with solar cycle and the properties of the energetic particles
sporadically emitted by the Sun, are analyzed.

A brief summary of the structure of the Sun and of the main processes
that take place in the solar interior and in the solar atmosphere is
presented, as well as the origin of the different components of the
radiation and particles that influence the near Earth environment.
Particularly important for noticeable effects in the environment are the
transient phenomena caused by the so called solar activity: solar flares,
coronal mass ejections, 22-year magnetic cycle, etc. Finally the status
of the prediction of environmental changes in the near Earth space is
discussed; the understanding of the solar phenomena is crucial for the
prediction of solar events that induce changes in the space near the Earth.

1. Introduction

We shall consider as near-Earth space environment that part of space that
lies around the Earth, between some 300 km above its surface and 2 million
km. 1In this region operate the low-earth orbit satellites (a few hundred
km height), the geostationary orbit satellites (36000 km height); this
includes most of the application satellites, and also the less frequent
scientific satellites that are located in highly eccentric orbits around
the Earth as well as those that are placed around the Sun-Earth Lagrangian
points.

An object in the near-Earth environment will be affected directly by
the Sun’'s emissions and indirectly by the modifications induced by the
Sun’'s emissions in the elements filling this environment (i.e., gases,
plasmas, electric or magnetic fields). In this paper we will review the
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solar emissions, in particular their variations, and will include also a
short description of the solar structure as this is important to predict
how the environment may change.

2. Basic Properties of the Sun and The!. Variations

The following is a list of the most important characteristics of the Sun
in terms of physical quantities:

Distance: The mean distance between the Sun and the Earth, also known as
an Astronomical Unit (AU) is 1 AU = 149 597 87042 km. The distance varies
between 1.47 x 10° km at perihelion in January, and 1.52 x 10°® km at
aphelion in July.

Mass: mp; = (1.989 + 0.002) x 10% kg
Radius: ry = (6.9626 + 0.0007) x 10° km
Total mean irradiance at mean distance S = 1367+2 W/m?

The mean irradiance at 1 AU or "solar constant” has been observed to vary
of the order of 0.15X% over periods of days, due to solar active regions
effects, and 0.1% over the duration of one solar cycle (cycle 21).

Rotation: the Sun does one rotation in about 27 days, as seen from the
Earth. The period of rotation is dependent c~ the solar feature that one
observes to make the rotation measurement, and on solar latitude.

2.1. SOLAR INTERIOR STRUCTURE

A schematic cross-section through the Sun is shown in Fig. 1. Energy is
generated in the solar core by nuclear reactions. The primary reaction is
the fusion of hydrogen nuclei to form helium nuclei (4H! --> He). For
every gram of hydrogen entering the reaction, 0.007 g is converted into
energy. To produce the solar luminosity, about 4.3 x 10° kg/s must be
converted to energy.

The energy generated in the core is transferred outward by radiation.
Because of the high densities, the radiation is absorbed and re-emitted
many times on its outward journey. Radiation that began in the core as
high energy gamma rays is degraded by these successive absorptions and re-
emissions until they finally emerge as visible radiation characteristic of
the solar surface. However, the energy is not carried all the way to the
surface as radiation. As it moves outward from the core, the temperature,
density, and pressure drop. As the temperature drops, free electrons can
be trapped by atoms into bound states, causing an increase in the opacity
Thus radiation becomes less effective in transporting energy. A large
temperature gradient results and convection becomes the primary energy
transport mechanism. Helioseismological measurements indicate that this
transition occurs at 0.71 solar radii from the center. Photospheric
observations clearly show that this convection zone reaches the solar
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Fig. 1: Schematic solar structure and phenomena.

surface, and that at least 3 or 4 scales of convection are present. Near
the solar surface, radiation can escape into space, and it again becomes
the primary energy transport mechanism.

The above description of the solar interior results from applying a
standard stellar model to the known solar boundary conditions. Standard
stellar models are based on the application of the fundamental physics
principles, although their application requires a certain amount of
assumptions as the physical conditions are significantly different from
those in the laboratory and they are not well known, because of the
observational difficulties. So far we have not mentioned rotation or
magnetic field; but we will come back to them when we discuss variability
(paragraph 2.4).

2.2. SOLAR ATMOSPHERE

The solar atmosphere is divided into several "layers" for convenience of
description and analysis. The boundaries between the layers are generally
defined in terms of temperature (Fig. 2).

The photosphere - Even though the whole Sun is gaseous, we can define
clearly a solar surface, the photosphere where the atmosphere begins.
Throughout the solar interior the thermally emitted photons are reabsorbed
by gas that is opaque to them. The opacity in the upper convection zone
is due mainly to the absorption of the photons by negative hydrogen ions.
The mean free path or absorptivity is highly dependent on temperature and
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Fig. 2: Plots of solar atmosphere temperature (solid line) and density
(dashed) from a model of the quiet network [Ref. 1].

density. The solar surface is the level above which most of the photons
are radiated without further interaction. Essentially the mean free path
of the photons becomes longer than the mass of material left above. From
a practical point of view one defines the level zero of the solar
atmosphere as the level at which the electromagnetic radiation of 500 nm
has an optical depth equal to 1. This is the level from where the
probability of a photon escaping is l/e. This radiation into free space
produces a cooling of the material that in turn induces convection. Since
the gas below the photosphere is opaque, it behaves as a black body that
radiates a continuum spectrum. If it is assumed that the emitted radiation
is in equilibrium and the Stephan-Boltzmann law (energy flux = oT%) is used
to calculate an effective temperature for the whole emitting layer, a value
of 5780 K results.

The energy that is radiated by the photosphere constitutes almost all
of the energy emitted by the Sun into space and is centered in the visible
part of the spectrum. The photosphere is only a few hundrec kilometers
deep. The visual structure of the photosphere reflects th. turbulent
structure of the convection zone. The observation of the photosphere shows
the presence of ever forming "granules" that are manifestations of the
underlying convection. The presence of the magnetic field in this region
appears to accommodate itself to the emerging structures from the
convection zone.
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The chromosphere - The transparent region above the photosphere
(about 2000 km) is a region where the density decreases very rapidly with
height. The temperature that reaches its minimum at the bottom of the
chromosphere (about 4200 K) is seen to increase first slowly and then
rapidly in what is called the transition region into the corona at 10° K.
For practical purposes one defines the chromosphere as the region above the
photosphere with temperatures between the temperature minimum and 25000 K.
As a consequence much of the radiation emitted by the chromosphere lies in
the extreme ultra-violet (EUV). One aspect that is worth mentioning is
that this variation of average properties with height, particularly when
we are above the photosphere, must be considered as a way to describe
particular regimes of plasma and has only a statistical meaning. In fact
both the chromosphere and the corona are highly structured, and it is
possible to find structures of chromospheric plasma amidst the coronal
gases. The chromosphere is the region where the structures of the
photosphere are carried to by means of the magnetic fields, which become
dominant in this region with respect to the hydrodynamic forces. A
particularly important structure is the chromospheric network, that has
enhanced magnetic fields, and is visible because of its resulting higher
temperature. Characteristic of the chromosphere are the spicules, that are
brilliant jets of luminous gas that rise to approximately 1000 km and then
fade in 2 to 5 minutes.

Transition region - A very thin layer where the temperature rises
from 25000 K to 10% K. This region, though not very important from the
point of view of overall radiation flux, is of great interest for
scientific research of the solar atmosphere because the observation of the
Sun in the emission lines of the ions that are generated at the transition
region provide a very sharp definition of the boundary between
chromospheric and coronal structures (Fig. 3).

The corona - From the chromosphere one arrives through the thin
transition region into the outermost part of the solar atmosphere that
reaches out into interplanetary space - the corona - with temperatures

between one and two million degrees. The corona appears to be structured
mainly by magnetic fields, and its dynamics are driven by magnetically-
induced motions, sudden-releases of energy and by the explosive expansion
into the surrounding vacuum of space. The heating of the corona is not
completely understood; several mechanisms of mechanical, electrical and
magnetic energy dissipation are proposed with limited observational
support. Propagating waves and oscillations originating in the photo-
sphere, the chromospheric spicules, and dissipation of Alfven waves
propagating upwards along magnetic field lines are among the mechanisms
that are proposed to explain the coronal heating. The temperature reaches
up to 2 x 10 K in the lower corona and decreases slowly above that level.

Again we must remember that the corona is not a layered region but
a rather structured region where the temperatures, densities and mass flows
vary in space and time. Different regions like streamers or radially-
elongated bright areas, loops, coronal holes or dark areas show small
variations in temperature (on the order of 30X%) from area to area, but
large variations in density up to one or two orders of magnitude.
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atmosphere. Dots indicate the temperature of formation for some atomic
species (open circles: observed with the HCO spectrometer) [Refs. 2, 3].

2.3 SOLAR ACTIVITY AND THE SOLAR CYCLE

The fact that the Sun rotates, that it contains a magnetic field, together
with the convection zone dynamics are probably the cause of what is called
solar activity. That is what suggests the "dynamo theory" that attempts
to describe the so-called 11 year cycle of the Sun. A relatively small
magnetic axial dipole can be measured in the Sun. The dipole reverses
polarity every 11 years, thus making the overall cycle last 22 years.
The development of the activity cycle can be described as follows
[Refs. 4-6]. The Sun rotates differentially; that is, the rotation rate
is highest at the equator and decreases with increasing solar latitude such
that the rotation rate at the poles is about 20X slower than at the
equator. As viewed from the Earth, the equatorial rotation rate is about
27 days. At the start of the ll-year solar cycle, the configuration of the
solar magnetic field is similar to the Earth's, with positive polarity at
the north pole of the Sun and negative polarity at the south (see Fig. 4).
The magnetic field lines run primarily from north to suuth. The
differential rotation begins to stretch the field lines as more rapidly
rotating equatorial regions run ahead of the regions at higher latitudes.
The stretched field lines below the solar surface become twisted and
intensified until bundles of twisted field lines become buoyant and pop
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Fig. 4: 1Illustration of the Babcock model of the solar magnetic cycle.
(a) Initial poloidal field before winding up by differential rotation. (b)
Predominantly toroidal field generated by differential rotation with
equatorial acceleration [Refs. 5, 7].

through the surface forming magnetic bipolar regions (Fig. 5). Polarity
is positive where one end of each flux bundle passes through the surface
and negative at the other end. Motions of the gas at the solar surface
cause the surface fields to break up with the following polarities drifting
toward the poles where they mix with the opposite polarities there
(Fig. 6). This cancels existing polar fields and eventually replaces them
with fields of the opposite polarity. Eventually (after about 11 years),
the global field reverses, forming a situation similar to that at the
start, but with opposite polarities at the solar poles. (negative polarity
at the north pole, positive polarity at the south pole). This sets the
stage for a similar cycle of winding up of the fields, etc. Thus, the 2%-
year magnetic cycle has two maximum periods of strong magnetic fields at
the surface, periods when there are many sunspots and extensive amounts of
solar activity.

The magnetic fields that reach the solar surface produce other
structures besides sunspots. Magnetic loops extend above the surface
connecting regions of opposite magnetic polarity and become filled with hot
plasma with temperatures of 1.5 to 3 x 10°® K. The plasma heating appears
to be caused by quasi steady-state dissipation of magnetic energy stored
in the twisted magnetic-field lines. These loops are part of the corona.
They emit EUV and X-ray radiation, which can be observed with instruments
flown above the EUV/X-ray absorbing layers of the Earth’s upper atmosphere
(Fig. 7). Since the amount of EUV and X-ray radiation emitted by the Sun
depends on the fraction of the solar surface covered by strong magnetic
fields, the EUV and X-ray energy received by the Earth depends on solar
rotation (since the magnetic fields are not uniformly distributed) and upon
the solar cycle.
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Fig. 5: Bipolar magnetic regions are formed where buoyant flux loops of -
the submerged toroidal field are brought to the surface. These continue
to expand, and the flux loops rise higher into the corona. The letter £
and p denote magnetic polarities following and preceding the direction of
solar rotation [Refs. 5, 7].

Fig. 6: The expanding lines of force above older bipolar magnetic regions
move out to approach the lines of force of the main dipole field. Severing
and reconnecting gradually occur, and a portio: of the main field is
neutralized. Also, a large flux loop of low int 'nsity is liberated into
the corona. Continuation of the process results 1. the formation of a new
main dipolar field of reversed polarity [Refs. 5, 7].
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Fig. 7: EUV emissions from loop structures associated with an active
region. The spectroheliograms are taken in integrated spectral lines of
the ions Ly-a, C III, O VI, Ne VII, Mg X and Si XII, corresponding to
plasma temperatures of 10* to several 10°%K. The field of view is 5 x 5
(arcmin)? and the images were built up by a raster scan with a 5 x 5
(arcsec)? picture element. These observations were obtained with the
Harvard College Observatory EUV spectrometer flown on Skylab.

In some areas of the Sun, the magnetic fields are sufficiently weak
that the gas pressure of the hot coronal plasma exceeds the pressure of the
magnetic field, breaking open the magnetic loops, and allowing the plasma
to flow out into interplanetary space to form the solar wind. The most
prominent sources of steady-state solar wind are coronal holes, large
magnetic unipolar regions with open magnetic configurations (one end of
each field line is rooted in the Sun, the other is carried far out into
space by the solar wind). The large dark areas in the X-ray photograph of
the Sun (Fig. 8) are coronal holes. The bright areas are regions with
closed magnetic-field configurations (magnetic loops with both ends of the
field lines attached to the solar surface). Regions with the strongest
magnetic fields have the brightest X-ray emission. Coronal holes are
sources of high speed solar wind (mean speed of about 700 km/s). Small
open areas within magnetically complex regions appear to be the source of
the low-speed wind (mean speed of about 340 km/s). Magnetically complex
regions appear to have predominantly closed configurations and are
characterized by moderate to bright X-ray emissions (see Fig. 8).
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Fig. 8: Comparison of the observed X-ray corona and calculated magnetic
fields. X-ray image from the American Science and Engineering telescope
on Skylab. By permission of L. Golub [Ref. 7].

Occasionally, energy stored in the twisted magnetic-field lines is
released suddenly. As a result of the dissipation of magnetic energy by
an as yet ill-defined mechanism, electrons and protons are impulsively
accelerated, probably in the coronal regions of the loop. These particles
subsequently propagate along the magnetic field lines and interact with the
ambient plasma in the legs of the loop and at the footprints. Hard X-rays,
Y-rays, microwave radio emission, and neutrons are produced during this
"impulsive” phase. At the loop footprints, the particle beam is
thermalized; its energy is converted to heat in the denser plasma of the
lower corona, transition region, and chromosphere. Although this excited
plasma emits radiant energy at a variety of wavelengths, radiative losses
do not remove the excess thermal energy fast enough, and explosive
"evaporation” of chromospheric material occurs. This material has been
heated to temperatures of tens of millions of degrees K, and cools slowly
by radiation (of soft X-rays) and conduction during the "gradual® or
cooling phase as it fills the large loop structures [Ref. 8] (Fig. 9). The
bursts of X-ray and EUV radiation travel outward into interplanetary space
at the speed of light and, among other things, heat and ionize gas in the
upper terrestrial atmosphere. Some of the high-energy accelerated
particles may also escape the Sun and, if conditions are suitable, some of
these particles may reach the Earth. Flares that occur near the west limb
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Fig. 9: Schematic diagram of the possible flare scenario described in the
text. Although a single loop structure is shown in cross-section, much
more complicated field geometries are common [Ref. 8}.
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of the Sun tend to have more favorable conditions for this due to the
configuration of the interplanetary magnetic field, which spirals out from
the rotating Sun much like the water from a rotating water sprinkler. The
solar magnetic-field lines are carried away from the Sun by the solar wind.
Finally, the disruption of the coronal magnetic field may blow off large
amounts of coronal gas, which produces what is known as a coronal mass
ejection. If this plasma cloud (enhanced solar wind) is directed toward
the Earth and impacts on the Earth'’s magnetosphere, it affects conditions
in the magnetosphere and upper atmosphere [Ref. 4].

3. Solar Emissions - Variability and Influence in the Near Earth Space
Environment

We will now see how the structure of the Sun and its variations affect the
radiation emitted by the Sun. Any aspect of the solar radiation and
particulate emissions influence the near-earth envircnment, but in most
cases we will focus our attention on the variations and consider that the
mean value constitutes the background.

3.1. ELECTROMAGNETIC RADIATION - THE DIFFERENT PARTS OF THE SPECTRUM -
ORIGIN IN THE SUN, VARIABILITY AND RELATIVE IMPORTANCE IN THE NEAR
EARTH SPACE ENVIRONMENT

The spectrum of solar emitted electromagnetic radiation has been measured
over a very large span of wavelengths (see Fig. 10). The spectral
irradiance varies over the spectrum by more than 20 orders of ma-nitude,
but the effects are not only related to the relative intensity but mainly
to the sensitivity of the system we are dealing with. We will only deal
with those aspects of solar emissions that are known to influence the near-
Earth space environment.

3.1.1 Solar Irradiance (Solar Coustant)

The total solar irradiance measured at the top of the Earth atmosphere, at
its mean distance to the Sun, is known as the solar constant. Its absolute
value is known with an error of about 0.15%. It has been observed to vary
up to 0.15% with a characteristic time of a few days due to the presence
of sunspots on the solar surface (see Fig. 11). It has also been observed
to vary about 0.1% during about one solar cycle (it has been measured only
during the last cycle) (Fig. 12).

The solar irradiance affects the systems in space, through radiative
heating and by radiation pressure, and in both cases the observed
variability of about 0.1% is well within the noise of the thermal
characteristics of the space systems. This variation can be compared with
the annual variation in irradiance of 6% due to the eccentricity of the
Earth orbit around the Sun.
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Fig. 11: Total solar irradiance at 1 AU, shown as a percentage variation
about the weighted mean for the first 153 days of SMM [Ref. 10].

A particular type of solar variations, solar oscillations, are the
oscillations that have been observed in the Sun. These oscillations are
generally observed in the form of velocity oscillations by Doppler
measurements or as oscillations of the photometric intensity. They are the
manifestation of standing acoustic waves, driven by pressure, or gravity
waves. These standing waves are resonant in cavities such as the interior
of the Sun, limited by the photosphere, or the chromospheric cavity limited
by the temperature minimum and the transition zone. The most prominent of
these oscillations have been observed as photospheric surface oscillations,
with a peak amplitude around a 5-minute period. These kind of variations,
which are of great interest for the study of the solar structure
(helioseismology), are of no relevance for the near-Earth space
environment.

3.1.2 The Radio Spectrum

Figure 13 illustrates the solar radio spectrum, which begins in the
microwave region at A = 1 mm. The thermal "quiet-Sun" spectrum continues
smoothly from the infrared into the radio region.

Superimposed on the quiet solar radio emission is a spectrum of great
variability. The S-component (for slowly variable) is correlated to the
solar ll-year activity cycle, its spectrum is approximately thermal, and
its flux normally is 1 or 2 orders of magnitude below the quiet-Sun flux.
On the other hand, there are rapid bursts of radio emission, on time scales
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of seconds to days. During such events the flux may exceed the quiet-Sun
level by several orders of magnitude with substantial deviations from the
thermal spectrum. The frequency of occurrence of radio bursts is again
correlated to the 1l-year cycle. Many of the bursts are associated with
flares or with eruptive prominences. Their study has been used to
interpret the propagation of shocks through the corona.

- Near-Earth space environment effects -

The radio bursts have an indirect effect on the space environment
because during their peak of Activity that may last from about 10 minutes
to about 2 hours (Fig. 14) they may disturb the radio communication with
spacecraft. They also constitute predictive information about disturbances
that will reach the near-Earth environment in the following hours or days.
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Fig. 14: a) The number of radio bursts per day that exceeded 500% of the
quiet-sun flux-density level for the years 1966-1978. ©b) The number of
minutes per day that solar burst radiation, at various frequencies,
exceeded 500% of the quiet-sun flux density [Ref. 11].

We should mention the index known as F;q ;, the solar 10.7-cm radio
flux, i.e, the brightness of the Sun as observed at a wavelength of
10.7 cm. It is a measurement of the slowly varying radio continuum, and
it is, after the sunspot number, the most widely used indicator of solar
activity. It is used as a proxi indicator of the level of EUV radiation
emitted by the Sun. The 10.7 cm flux originates predominantly from the
upper chromosphere and the lower corona.

3.1.3 Ultraviolet Radiation

The solar ultraviolet spectral irradiance is shown in Fig. 15. The sharp
decrease near A = 210 nm and the continuum which follows towards shorter
wavelengths are due to the ionization of Al I. The whole band between
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Fig. 15: Solar spectral irradiance in the ultraviolet, averaged over l-nm
bands. The solid and dashed curves are black-body spectra [Fig. 2].

200 nm and 150 nm is approximately represented by a brightness temperature
of 4700 K.

Below 150 nm, emission lines dominate the spectrum. Most prominent
is the Lyman-a line of hydrogen, a line of about 0.1 nm width centered at
121.57 nm; the average irradiance in this line alone is 6 mW/m?, and this
is as much as in the whole spectrum below 150 nm besides Lyman-a.

Increasingly towards shorter wavelengths, the ultraviolet irradiance
is variable. For example, at time scales comparable to the Sun’s period
of rotation (27 days) changes of up to 25% are observed at 120 nm. These
changes are partly true temporal variations and partly a manifestation of
the non-uniform distribution of the sources in the solar atmosphere; these
pass across the visible hemisphere as the Sun rotates. Still larger in
amplitude - up to a factor 2 - is a variation which correlates with the
ll-year activity cycle. However, for the total luminosity of the Sun the
mentioned variations are of minor importance: the bands from 300 nm to 330
nm, 210 nm to 300 nm, and 150 nm to 210 nm contribute only 1.5%, 1%, and
0.01%, respectively [Ref. 2].

- Near-Earth space environment effects -

Solar radiation at wavelengths shorter than about 320 nm is totally
absorbed in the Earth's upper atmosphere. This ultraviolet region is the
principal source of energy in the upper atmosphere and controls the neutral
and ion composition, temperature, and photochemistry in the stratosphere,
mesosphere, and thermosphere. The absorption of solar UV in the Earth's
atmosphere for an overhead Sun is illustrated in Fig. 16, which gives the
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altitude at which the rate of absorption at a particular wavelength is at
maximum. At these altitudes, solar radiation is reduced by a factor of
el = 0.37 of its value above the Earth’'s atmosphere. The primary
atmospheric constituents that absorb the radiation in the different
wavelength regions are also given in the figure [Ref. 11].

It is worth noticing that above 200 nm the spectral irradiance is
relatively constant, the radiation comes mainly from the upper photosphere
and the lower chromosphere. Moreover, though this radiation is important
for atmospheric chemistry, it does not affect significantly the space
environment.

3.1.4 EUV and X-rays

Figure 17 shows a spectral snapshot in the EUV region of the
electromagnetic radiation from three different parts of the solar
atmosphere. Notice that a prominence consists of gas at chromospheric
temperature. We have seen that both the chromosphere and the corona are
strongly conditioned by the magnetic field structure that evolve with the
solar activity. Therefore it is to be expected that the radiation that is
emitted by the chromospheric and coronal structures will vary with the
solar cycle, and also that the radiation that reaches the Earth will be
influenced by the solar rotation as the structures rotate with the Sun.
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Fig. 16: The altitude at which the rate of absorption of solar UV
radiation is at maximum. The principal atmospheric constituents that
absorb the radiation in the different wavelength bands are indicated
[Ref. 11).
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The EUV irradiance (below 180 nm) variation is illustrated in
Fig. 18, where the ratio of the irradiance near solar maximum during
January 1979 to the irradiance near solar minimum during July 1976 for
solar cycle 21, is plotted for 2.5 nm intervals of wavelength. The figure
shows that the variation decreases with increasing wavelength toward
180 nm. At wavelengths longer than about 230 nm the ratio approaches
unity, and therefore solar activity has a negligible effect on the spectral
irradiance at these longer wavelengths. The large ratios that are apparent
at wavelengths below 50 nm originate from highly ionized atomic species
produced in the solar corona. Individual lines that fall within the 2.5 nm
intervals can vary by a significantly higher ratio than that plotted in
Fig. 18 since the plotted ratio represents the irradiance averaged over
several lines that fall within the wavelength interval. For example, the
ratio of the coronal emission line of Fe XVI at 33.54 nm increases by a
factor greater than 100 from solar minimum to maximum, although the ratio
of the averaged irradiance in the interval 32.5-35 nm is a factor of 12.

Figure 19 illustrates the relative variation of the solar spectral
irradiance for several 5-nm intervals in the 140-175 nm range, along with
the hydrogen Lyman-a line, at 121.6 nm. The variations for the Fe XV 28.4
nm line emission and for two intervals of the 17-20.5 nm range are shown
in Fig. 20. These data were obtained on the AE-E satellite [Ref. 15].
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Fig. 18: The ratio of the solar spectral irradiance near solar maximum
during January 1979 to the irradiance near solar minimum during July 1976
for solar cycle 21. The ratios are plotted for 25 A intervals of
wavelength [Refs. 11, 15].
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Each point represents the average of all measurements for the month. For
comparison, the monthly averages of the sunspot number R; and the 10.7 cm
radio emission are included in the figures. These data illustrate that the
variation of the irradiance with solar activity between 1977 and 1980
depends upon the region of production of the radiation in the solar
atmosphere. The variation of the H Lyman-a line that is produced in the
lower chromosphere is a factor of approximately 2.3, while the variation
of the Fe XV line produced in the corona is approximately 8.0.

- Near-Earth space environment effects -

The EUV radiation affects the space environment in two ways. First
directly, because many materials used {n space systems are sensitive to EUV
radiation, and second, indirectly by modifying the space environment near
the Earth. Because the EUV flux is not measured regularly, several models
have been developed using proxi ground based measurement of 10.7 cw radio
flux (F,5. ;) and Hel 1083 nm equivalent width [Ref. 18] to infer the EUV
fluxes.

A number of solar space telescopes working in the EUV part of the
spectrum have shown effects of severe degradation in a short period of
time. Figure 21 shows the degradation observed in the transmittance of a
telescope flown on board 050-8 for the study of the Sun in several spectral
lines between 100 and 400 nm. Although there is no proven explanation of
the effect, one assumes that it is probably due to the interaction of EUV
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Fig. 21: Relative sensitivity change, as a function of time in orbit, for
channels Call K (393.5 nm), MgII K (279.6 nm) and HI Lyman-a and Lyman-§
(121.6 and 102.5 nm) in a telescope aboard 0S0.8 [Ref. 19]. Cycle =
orbital revolution, about 15 cycles per day.

radiation with organic contaminant materials that are deposited on the
optical surfaces. Photopolymerization of hydrocarbon components is the
most important effect proposed to explain the degradation.

As for the space environment at low altitude, high thermospheric
temperatures are maintained against thermal diffusion primarily by the
absorption of EUV radiation by atmospheric constituents (mainly atomic
oxygen). Because the solar flux of EUV varies strongly over the ll-year
solar cycle, thermospheric temperatures likewise vary strongly over the
solar cycle. In an average solar cycle, solar EUV and thermospheric
temperatures increase by about a factor of two from solar cycle minimum to
solar cycle maximum. Because density is mainly an integrated effect of
temperature, the change in density over the solar cycle is amplified with
respect to the temperature change. Changes in temperature cause changes
in composition and these changes act to mitigate the direct thermal
effects. The net effect of temperature and composition is to give order-
of -magnitude changes in density over the solar cycle. The atmospheric drag
on satellites is proportional to atmospheric density. The effects on
satellite lifetimes are profound. A fairly typical satellite initially at
500 km would have a lifetime of about 30 years under typical solar cycle
minimum conditions and only about 3 years under solar maximum conditions
(Fig. 22). Large increases in the rate of change of the orbital period
from solar minimum to solar maximum are possible. The fractional increase
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Fig. 22: Satellite lifetimes vs F,5 ; values for circular orbits for
various initial altitudes [Ref. 16].

in the highly reactive species atomic oxygen can exceed two orders of
magnitude [Ref. 16]. The variation of EUV produced ions at geostationary
orbit is another observed effect (Fig. 23).

3.2 PARTICULATE EMISSION - SOLAR CYCLE RELATION

At a not well determined distance from the solar surface, the solar
atmosphere explodes into a supersonic wind. The solar wind is a fully
ionized, electrically neutral plasma that carries a magnetic field and
streams outward from the solar corona at all times. The wind is highly
variable both in time and in space and fills the interstellar region around
the Sun.

Since the conductivity of the solar wind is extremely high, there is
essentially no.diffusion .of the plasma transverse to the magnetic field and
the field is said to be "frozen in" the flow. The plasma carries the
magnetic field with it into space. If the Sun were not rotating the field
would extend straight outward but the rotation causes the field to appear
wound in a spiral or "garden hose" shape. The characteristics of the solar
wind plasma have been measured by many spacecraft both in the neighborhood
of the Earth and throughout the solar system. Table 1 lists the average
characteristics at 1 AU, and gives an idea of their variability (o =
standard deviation).

The solar wind velocity ranges between 300 and 700 km/s 90X of the
time. At the Earth’s position, the velocity vector is radial. Solar wind
variations observed on time scales of the order of days are found to be




90 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT
6£05-2 5303 ICE MONTILY AVERAGES -
- DAYS, 78213 - 85236 K, RANGE 00 - 2- -~
- . ane’ .0 ‘€
e oFig» o nett .0 °
s . —— ————T——1 .
hod E +
+ LS e
T ’.'_*..‘V" -yv\y S . . x
Z e A z
g Wb ‘9 o‘.““‘s., ~-2§
) sgted B A aa o
3 B2, TR T e e 4
o <& 8 ° s s o
] . U - et
st}
rm e 2
g 200 P ) m"\: 9 §
sl mWT e TN 13
% & o
5 wof o ¥ ‘e
o Clat ¢ . LR 2
= R o‘..- . . ® e
~ 50 P ) ® % T i' o
o Je Q “" >
w ""co . N ae a - N * jt
A R £ STk e, SR
s s o B g 42 W
S YL IR =]
. iy o °\°°°o°'° H \e. s Z;
SRR s o 3
A ¢ {7~
ST ST LN L R L L O
1977 1978 1979 1980 1981 1982 1983 1964 1965
GEOS-1_ GEGS-2
Fig. 23: Monthly averages of ion densities and the Fy5 ; cm index from 1977

to 1985, at geostationary orbit [Ref. 20].

Table 1: Plasma Characteristics of Various Types of Solar Wind Flows.
Average Low Speed High Speed
Parameter Mean 4 Mean 4 Mean 4
N (cm?) 8.7 6.6 11.7 4.5 3.9 0.6
V (km s?) 468 116 327 15 702 32
NV (cm?s?) 3.8 x 100 2.4 x 10° 3.9 x 10° 1.5 x 10° 2.7 x 100 0.4 x 10
N/N, 0.047 0.019 0.038 0.018 0.048 0.005

caused by the large shocks associated with coronal transient phenomena
(flares, coronal mass ejections) and by high-speed streams associated with
co-rotating coronal holes (Fig. 24).

When one averages the solar wind parameters over longer time scales,
one finds that the average properties of the solar wind as observed near
the Earth show little change along the ll-year solar cycle. But it is the
structure of the small scale changes and the latitudinal distribution of
the solar wind characteristics that change with solar cycle, as is to be
expected from the changes in the solar corona described above. They induce
changes in the Earth’s magnetosphere and in the galactic cosmic ray
modulation.
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Fig. 24: Three-hour averages of the solar wind proton density (light line)
and flow speed (heavy line) from mariner 2 on its flight toward Venus in
1962. Each panel presents 27 days of data. Note the velocity stream
structure and the tendency for recurrence of streams on each solar rotation
[Ref. 11, 22].
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- Near-Earth space environment effects -

The only direct effect that has been considered for the solar wind
to produce in space systems outside the magnetosphere is the consequence
of the solar-wind ions impinging upon optical systems pointing at the Sun.
They can produce sputtering effects on the mirror or filter external
layers, or bubbles or ion implantations. But there are important indirect
effects:

a) Through the Earth's magnetosphere

The magnetosphere is the result of the interaction of the solar wind
with the Earth's magnetic dipole. . The description of the Earth's
magnetosphere is the subject of another paper in this book [Ref. 21]. We
will just indicate that any change in the characteristics of the solar wind
has an effect on the state of the magnetosphere: the velocity and density
of the solar wind produce changes in the dimensions by hydrodynamic
pressure, and the direction of the magnetic field embedded in the solar
wind changes its connectivity with the Earth’s magnetic field.

Solar wind shocks induce geomagnetic storms that generate large
currents at different levels of the magnetosphere from its external
boundary down to the lower atmosphere. Geomagnetic activity most often
measured by the magnetic index Kp or by the ring current magnetic index Dst
is directly linked to solar wind characteristics and variations. Since
most of the spacecraft spend all their life inside the magnetosphere, the
environment in which they are is affected by the solar wind. ‘The following
are a couple of examples showing the effects of solar wind activity on
magnetospheric activity and on spacecraft.

Figure 25 shows how the surface of a spacecraft that goes through
Earth eclipse at high altitude charges depending on whether &t that moment
the magnetosphere is quiet or disturbed. At-high altitude the charging of
the spacecraft surface is produced by hot plasma electrons (>1-2 keV) and
becomes effective in the eclipse periods because at these moments
photoemission, that acts as a voltage limiting mechanism, is interrupted.
During geomagnetic activity the hot plasma density becomes larger on the
night side of the magnetosphere. At geosynchronous altitude, major
geomagnetic storms produce an increase of very energetic electrons, and
energetic electrons penetrate into bulk dielectrics in satellites, inducing
thick-dielectric charging (e.g., in cable insulation and printed circuit
boards) that can exceed the breakdowp potential of the dielectric
(Fig. 26).

b) ulation of ctic co ays

Charged particles populate the inter-stellar wind with a spectrum of
energy that reaches up to 10%° eV, The solar wind creates a cavity around
the Sun, the heliosphere, and modulates the penetration of the charged
particles in such a way that they are observed in lesser quantity at the
Earth orbit during maximum of solar activity and in larger quantity during
minimum of solar activity (Fig. 27).
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Fig. 25: Histograms of the probabilities of charging versus magnetic
activity, for a spacecraft at high altitude in the night magnetosphere
[Ref. 23].

High energy cosmic rays may cause errors in memory contents and in
microelectronics. Spacecraft operating in low Earth orbit at 1low
inclinations are largely protected from galactic cosmic rays by the Earth’s
magnetic field. All the other spacecraft are exposed to galactic cosmic
rays.

3.2.2 Solax Enecgetic Particles - Flares

There are two main sources of energetic particles of solar origin in the
near-Earth environment: the flares and the interplanetary shocks. The
most important are the chromospheric events known as flares that result
from the sudden release of very large amounts of energy described in
gsection 2.4 above. Solar flares produce electromagnetic emission,
accelerate electrons and ions, and if conditions are favorable, inject
these particles into space. Generally the very large particle events with
particles accelerated to very high energies are the consequence c” solar
flares.

Unlike solar electromagnetic radiation, both the onset time and
maximum intensity of the solar particle flux depend on the heliolongitude
of the flare with respect to the detector location in space. This
directionality results because particles will move most easily along the
interplanetary magnetic field-direction. The interplanetary magnetic-field
topology is determined by the solar wind outflow and the rotation of the
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Fig. 26: Comparison of D, with energetic electrons measured by GOES. The
lower trace is a plot of the E, > 1.2 MeV electron flux as measured at
geosynchronous orbit by the GOES weather satellites from mid-1980 to mid-
1982. The arrows indicate times when the sun-sensor anomalies ascribed to
thick dielectric charging were experienced on several geosynchronous
satellites. The upper panel is a plot of D,, for the same time period

[Ref. 23].

Sun, which during "quiet” conditions can be approximated by an Archimedian
spiral (Fig. 28).

Energetic solar particles reach the orbit of the Earth within a few
minutes if the particles have very high energies, or within hours for the
lower-energy particles. The enhanced solar plasma associated with the
flare usually propagates to the Earth within one or two days when it causes
aurora and geomagnetic disturbances. The propagation time and intensity
of the energetic particles from the flare to the Earth depends on the
propagation of the particles, first by diffusion in the solar corona from
the flare site to the root of the magnetic-field lines and then by
transport along interplanetary magnetic-field lines. Figure 29 shows
typical time scales for the particle phenomena in a solar flare. Since the
electromagnetic radiation propagates unhindered from the Sun to the Earth,
it may be used to predict within tens of minutes the probable arrival of
energetic particle fluxes (Fig. 30).

The frequency of the solar flares is correlated with the cycle of
solar activity in general, but the kind of correlation depends upon the
parameter that one observes. It has been shown [Ref. 25] that for flare-
generated proton events (proton energy greater than 30 MeV) the annual
integrated flux is very small for the years around sunspot minimum (when
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the year integrated sunspot number is less than 35), and it is independent
of sunspot number for integrated sunspot number greater than 35. One can
say that it behaves like an on/nff system (Fig. 31).
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Fig. 31: Integrated yearly fluences of protons of energy greater than
30 MeV versus year relative to sunspot maximum {Ref. 25].

Another source of energetic particles are interplanetary shocks.
Almost any shock wave propagating through the corona and the solar wind
will generate measurable fluxes of ions and electrons accelerated by the
effect of the shock propagation through the magnetized plasma. Some of
these shocks are originated by coronal mass ejection, associated with
disappearing filaments.

- Near-Earth space environment effects -

The main source of high energy particles that encounters a spacecraft
outside the inner Earth-radiation belts are the proton events generated by
solar flares. The effects of high energy particles on the spacecraft
systems are discussed in several papers in these proceedings. Typical
effects are: decrease in the efficiency of the solar cells, single event
upsets (SEU) in the microprocessors, degradation of CCD detectors, etc.
Large solar proton events are a cause of major concern for out-of-the-Earth
magnetosphere human travel.
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4. Predictions

We have seen the many effects that changing solar activity have on the
near-Earth space environment. Predicting future solar activity is there-
fore an important subject for spacecraft designers and space mission
planners.

There are two main kinds of predictions that are interesting: one
is the overall average level of solar activity, the other, prediction of
single events, such as proton flares or geomagnetic storms. For the
prediction of the solar activity level, the predictors are based on the
application of statistical methods to the history of the solar activity.
Figure 32 gives an indication of the degree of success in predicting the
level of solar activity, represented by the number of sunspots, 12 months
in advance. For the prediction of individual solar originated disturbances
in the near-Earth environment, the methods are purely phenomenological.
Based on continuous observations of the Sun and continuous monitoring of
the solar radiation from spacecraft and from radiotelescopes, it is
possible to see, for instance, when a flare has occurred, the type, and
relative importance of the event, then on the basis of accumulated
knowledge of similar cases, provide a warning with an indication of the
probability that a disturbance will arrive at the Earth in the following
minutes or hours (see Fig. 29). The observation of the evolution of solar
active regions on the surface of the Sun allows the prediction of probable
disturbances within time scales of days.

5. Summary

We have seen that the solar emissions toward the Earth vary in many ways
that are capable of modifying the near-Earth environment. Particularly
important are:

- The variations, with the solar cycle, of the extreme ultraviolet
radiation affect both space systems directly, via effects on the
surface materials, and the space environment at low orbits,
because it heats and modifies the upper Earth atmosphere and
ionosphere.

- The variations of the solar wind caused by the rotation of the
coronal structures from which it originates and by shocks
propagating through it induce large changes in the population of
particles and plasmas at all levels in the Earth magnetosphere,
where most satellites reside.

- The solar flares with their emission of electromagnetic
radiation bursts, particularly at X and EUV wavelengths, that
disturb the ionosphere, the radio bursts that disturb radio
transmission, the energetic particles that may damage the space
systems, and the associated solar wind shocks that produce large
magnetic storms near the Earth.




DOMINGO 99

240
220 Solar Cycle 21 Soler Cycle 22
Beginning June 1976 Begmning September 1988
260 ¢
3
180 P 1
M -
~ o ]
180 . %
.’- ~. .
o . j’:—. ons LEGEND S o
. o~ * = Observed Smoothed .
o 40 ve LA o =Predicted Smoothed - -
g o | . . :
o ° A !
£ 20 ¢ - g \\
2 F -, -
[=] ol T o.‘ T~
E 0 - % hd N
K e, %
so | L N .
s S
' ol °
o F e s/
% Mesnof Cycles 8-21 - 18 v !
> N 'Y
40 ' e de o
s ~
) SO/
© e "
o ®
= /
June June June J ne June Juna Juns June June June June June June June June June June

1976 1877 1978 1979 1980 198) 1982 1983 19'4 WBS 1988 1987 1988 1989 1950 1991 1992 1983

Fig. 32: Observed and one-year-ahead predicted sunspot numbers [Ref. 27].

6. Bibliography and Credits

The reader 1is referred to books such as The Sun [Ref. 2]; Solar

Astrophysics [Ref. 7]; Handbook of Geophysics and Space Environment
[Ref. 11]; and the special section on ’'Solar Cycle Effects,’ published in
the Journal of Spacecraft and Rockets in November-December 1989, for a more
in-depth study of the subject. Many parts of this paper are a transcript
of these publications.
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THE UPPER ATMOSPHERE AND THE IONOSPHERE

R. W. NICHOLLS

Centre for Research in Earth and Space Science
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4700 Keele St., North York, Ontario, Canada M3J 1P3

ABSTRACT. A review is given of the structure, properties and composition
of the D, E, Fl, F2, Topside and Plasmasphere components of the terrestrial
ionosphere. It is a unique part of the near earth space environment,
ionized layers which are formed in the mesosphere, the thermosphere and the
exosphere as a result of selective photoionizations by X-ray and extreme
ultraviolet components of the sunlight. The primary photoionizations are
followed in many cases by altitude-specific ion chemistry reactions such
as dissociative recombination. Ionospheric properties thus depend strongly
on the solar activity cycle and time of day.

1. Introduction

In a previous paper [Ref. 6] a general discussion was given of the
structure and constitution of the atmosphere, which is an important part
of near earth space. The controlling influence of solar irradiation on
atmospheric conditions was described in general terms. The emphasis of
that presentation was principally on neutral species, such as 0,, and on
important processes such as photodissociation (and its products) induced
by solar radiation as indicated below.

hv + 0, - 0 + O
Many atmospheric properties, particularly below 100km, involve such
neutral species. By contrast, in the upper atmosphere (roughly between 60
and 1000km including the mesosphere, the thermosphere and the exosphere)
charged species such as:

o*, 0}, 07, 0;, NO*, N}, CO}, He*, H', e

are prevalent, They arise from the combined effects of primary
photoionization processes such as:

hv + N, » N} + e
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often stimulated by absorption by the atmosphere of solar EUV and X-ray
photons, followed in most cases by secondary ion chemistry reactions such
as:

N} + O » NO* + N

This example of ion chemistry is given because of the important role
played by NO* in the ionosphere. Although NO is a species of low natural
atmospheric abundance, its photoionization cross section is such that it
is preferentially formed in the D, E, and F ionospheric layers of the
mesosphere and the thermosphere. It plays important roles ir ionospheric
processes.

Figure 1 displays the solar emission spectrum recorded between 1300A
and 270A on the NASA 0S50 3 satellite. Much of the radiation originates in
the upper chromosphere and corona of the sun. The strong features at 1216A
(H Lyman a), 1026A (H Lyman B), 977A (CIII), 304A (He II) are responsible
for much of the photoionization in the ionosphere.
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Fig. 1: Solar UV Spectrum between 1300A and 270A observed from the 0SO 3
satellite [Ref. 5]}.
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The solar UV irradiance (A < 3200A) is a very small fraction (1-2%)
of the total solar irradiance but its absorption in the atmosphere is a
major source of energy. It drives atmospheric photochemistry and
temperature profiles throughout the stratosphere, the mesosphere, the
thermosphere, and the exosphere.

Figure 2 displays the broad band extinction properties of the
atmosphere for solar UV and X-radiation. An altitude profile at which the
solar radiation is attenuated by l/e (=0.368) is shown as a function of
wavelength. The principal absorbers are indicated as well as the levels
of the ionospheric layers. Below 50km much of the extinction arises from
absorption by neutral species. At ionospheric altitudes, nearly all of the
extinction comes from photoionization processes.

Many ion-chemistry reaction cycles, which involve positive and
negative ions, electrons and neutrals, take place in the high atmosphere.
The eventual equilibrium between ionization and recombination reactions
gives rise to the equilibrium concentrations of charged and uncharged
species. These are very time dependent, on diurnal and longer scales,
driven as they are by solar radiation.

Charged and neutral species thus exist in the upper atmosphere which
therefore exhibits some plasma properties in these regions. The resulting
charged layers (D,E,F1 F2) of the ionosphere are found in the mesosphere,
the thermosphere and the exosphere. The purpose of this chapter is
therefore to summarize briefly the structure, constitution and principal
properties of the ionosphere which is an important part of the space
environment to which various space systems are exposed.
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Fig. 2: Atmospheric extinction of the solar UV radiation. A broad band
1/e extinction altitude profile is shown between the X-Ray region and about
3000A. Principal primary absorbers and altitudes of ionospheric regions
are indicated (Ref. 5].
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It is not the purpose of this chapter to provide a complete review
of the aeronomy of the ionosphere on which there is a very rich literature.
A compact historical review of the discovery of the ionosphere, which was
stimulated by interest in long distance short wave radio propagation, and
the related phenomenology of radiowave reflection properties of ionospheric
layers, is given by Whitten and Poppoff [Ref. 12, 13]. Other excellent
reviews on the formation and properties of the ionosphere can be found in
the various editions of the Handbook of Geophysics [Refs. 5, 10, 11], in
Banks and Kockarts [Ref. 1], in Whitten and Poppoff [(Ref. 12, 13], and in
Ratcliffe [1960, Chapter 9]. An excellent summary ion chemistry of the
thermosphere is given in appendix 5 of Rees [Ref. 9].

2. The Structure of the Ionosphere

The ionosphere, the presence of which was first inferred as an atmospheric
radio-wave reflecting layer to explain world wide short wave radio
communication, consists of the ionized layers D, E, F;, F, between 70 and
1000km as summarized in Figs. 3 and 4.

Figure 3 shows that the ion/electron number densities in the E and
F regions are between 10 and >10° /cc. It is seen in the same figure that
these number densities are less than the number densities of neutrals at
the same altitudes by some orders of magnitude. The ionospheric regions
thus lie in a dilute plasma. The principal positive ion species of the
ionospheric plasma layers, and the photoionizing radiation which produce
them are indicated in Fig. 4.

A simple theory of the refractive index of a collisionless
ionospheric plasma (in the absence of a magnetic field) [Ref. 5,
Chapter 10] predicts that the critical frequency, the plasma frequency at
which total reflection of radio waves will occur is given by:

£2 - —c N, (la)
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MIOLATITUDE OENSITY PROFILES

§ i

SOLAR waAX

;

CLECTRONS

ALTITUDE (km}

8§

T —— v
w w0t o? ©* ot [ w' w0t
DENSITY (cm™3)

Fig. 3: Ionization altitude profiles and ionospheric layers for solar
maximum and solar minimum conditions [Ref. 5].
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Layer Altitude(km) Major Component Production Cause
D 70-90 km NO*, O;* Lyman Alpha, x-rays
E 95-140 km 0,*, NO* Lyman Beta, Soft x-rays,
UV Continuum
Fl 140-200 km 0*, NO* iz 11, UV Continuum
(100-500A)
F2 200-400 km O*, N* He 11, UV Continuum
. (100-800A)
Topside F > 400 km o* Transport from Below
Plasmasphere > 1200 km H* Transport from Below

Fig. 4: Daytime midlatitude ionospheric layers: Altitudes, major ionic
components and production cause [Ref. 5].

The symbols are conventional. ¢, is the permitivity of vacuum and
N, is electron density. Thus,

f = 0.009 [N,]2 MHz ; N, = 1.24 x 10* £f2 cm™® (1b)

Therefore, for ionospheric electron densities between 10* and 10® cm™3
typical plasma frequencies lie between about 0.9 and 9 MHz. The scanning
frequencies of ionosonde reflection equipment thus commonly lie between 0.5
and 20 MHz in the short wave radio band.

Figures 3 and 4 identify D, E, F, and F, layers across the mesosphere
and thermosphere. In addition "topside F" and plasmasphere layers are
identified in the upper thermosphere and in the exosphere.

The D region is the lowest ionospheric layer (70-90km). It is only
present during daylight hours. It is produced by very penetrating
radiation and particles from extra-terrestrial space. It is a weak plasma
imbedded in a neutral atmosphere. Many attachment, detachment and charge
exchange processes take place in it. 1Its charge density peaks between 90
and 78km depending on geophysical circumstances. It is the most complex
ionospheric region, and its variations have a great effect on absorption
and reflection of low frequency radio signals.

The E region (95-140km) peaks at about 110km. At sunset the electron
concentration rapidly drops to an equilibrium density which is retained

during the night. Ionization of molecules is very important in this
region. Electron loss in this region takes place by dissociative
recombination.

The F region has two components F, and F,. The F; (140-200km) region
peaks at about 200km and is absent during the night. The F; (200-400km)
region peaks at about 300km during the day and somewhat higher at night.

In the F; region (140km-200km) the principal ions are O and NO'.
Solar radiation of A < 800A stimulates the main primary ionization. The
main electron depletion mechanism is dissociative recombination. Ion
interchange is needed for this.

In the F, region (200km-400km), solar radiation of A < 800A is
responsible for much of the ionization to form O* and N*. That is because
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the principal neutral constituents O and N have respective ionization
potentials of 13.6 ev and 15.58 ev.

The so-called Topside region (400km-1200km) lies above the F, region
peak. In it the O* and H* ions are transported from below and their
density decreases with altitude. Magnetic field lines of 60° (or less)
geomagnetic latitude are closed. They arise from a point in the southern
hemisphere and terminate at a point in the northern nemisphere. Above
1200km they constrain hydrogen ions moving out from the topside region and
prevent them from drifting off into space. The region above about 1200km
and the 60° geomagnetic latitude line which holds these trapped ions is
called the plasmasphere. Its upper boundary, the 60° fieldline, is called
the plasmapause. Magnetic lines of higher latitude in the approximately
dipole field are not closed. The Topside ionosphere and plasmasphere are
well illustrated in Jursa [Ref. 1].
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Fig. 5: Normalized ion production profiles for a Chapman layer in an

idealized isothermal atmosphere for different solar zenith angles x [See
Eq. (5) in which § is the solar zenith angle] [Ref. 1].

3. Ionospheric Processes

The physical conditions existing in each of the ionospheric regions depend
upon the balance between primary ionization and secondary recombination
effects. The primary ionizations arise from solar X-ray and EUV radiation
together with the effects of galactic cosmic rays throughout the whole
ionosphere. At different altitudes, these effects play different roles.
The more highly absorbed less penetrating radiations are the principal
ionizing agents in the high atmosphere. Lower in the atmosphere, less
highly absorbed and more penetrating radiation is responsible for most of
the ionization. The recombination effects depend upon species which are
present and their collision frequencies.
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3.1. THE CHAPMAN MODEL

Chapman [Refs. 3, 4] developed an idealized phenomenological theory for
atmospheric layer formation arising from photodissociation and
photoionization processes in an exponential atmospheric slab, characterized
by a scale height, and in which solar radiation is absorbed. This
absorption results in photodissociation or photoionization. The
photodissociation effects are important in the neutral stratosphere and
mesosphere. The photoionization effects are important in the ionosphere.

The aspects of his model which describes ionospheric layer formation
through siich primary ionizations in a simple one component slab atmosphere
is briefly reviewed below. It provides good physical insight into the
morphology of the ionospheric layers. It has been more recently augmented
to take account of a multicomponent atmosphere and a spherical earth
[Refs. 1, 2, 8, 12. 13].

The Chapman theory and the associated Chapman function leads to
expressions for q(z) the primary ionization rate at altitude z which
accounts for layer formation. Its formulation uses three concepts:
Extinction/Absorption, Scale Height, and Energy Deposition as follows.

Extinction. At a given wavelength and for a given species of a
concentration N(z) at altitude z, and ionization cross section ¢ cm? per
particle, the extinction -dI of a flux of radiation I along an oblique
atmospheric path dl (= dz secf where dz is the altitude increment and § is
the zenith angle) is:

-dl = g N(z) I dl = o0 N(z) 1 dz sec§ (2a)

Integrating this from altitude z to the fringe of the atmosphere (=) we
obtain the Beer extinction law equivalent:
0

I(z) = I, exp [ - o seck fz N(z) dz ) (2b)
Scale Height. In simple cases [see Ref. 6, section 2.1] we can write N(z)
in terms of a scale height H by Eq. (3a)

N(z) = N, exp [-z/H] (3a)
where

H = scale height = RT/M.g (3b)
and M, is the mean molecular weight

Energy Deposition. The energy deposition dI per unit cross section along
oblique path increment dl (~dz sec £) is 1 d Ndl = 1 o N dz sec §. If one
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electron-ion pair is produced per W(ev) of this deposited radiation, then
the ionization rate q per unit volume at z is:

q(z) - % %% cosé (4a)
Thus from Eq. (2a) we can write
a(z) = 2 1) (4b)

which from Eqs. (2b) and (3a) becomes

q(z) = g—Eﬁ—l’ exp [ - ﬁ o N, secE(exp (-z/H) ] (4c)

This is one version of the Chapman function.
The maximum ionization rate q, occurs at the a” itude z,, where dq/dz
(or d(1nq)/dz) = 0 at z;. Thus:

zy = H 1n [H o N, seck] (4d)

This is equivalent to unit slant optical depth. From Eqs. (4c) and (4d),
the maximum ionization rate gq, is:

Qn = q(2,;) = I, cos&/eWH (4e)

Here e is the base of natural logarithms. From Eqs. (4c) and (4e)
q(z) = q, 0 N, W e cos £ exp|- ﬁ - oN, sec E(EXP-E)] (5)

which is another form of the Chapman function. It is often expressed in
non-dimensional terms. Figure 5 displays one set of Chapman functions
which illustrate how individual ionospheric layers are formed.

3.2. IONOSPHERIC LAYERS

3.2.1. The D Region (70-90km). The primary ionization in the D region is
caused by very penetrating radiation whose photoionization cross-section
is sufficiently small (o0 < 107! cm? = 10°% A?) that it has not been
completely absorbed at higher altitudes. The sources of this radiation
include:

* Solar X-Rays (X < 10A)

* Solar UV (A < 17504)
* H Lyman a (A = 1216A)
Galactic cosmic rays (BEV)
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The intense H Lyman a emission line from the solar corona penetrates
to the D region as it happens to lie at the same wavelength as a deep
transparency window (o = 1072° cm?) in the vacuum ultra violet absorption
spectrum of 0;. The X-rays ionize N, and 0,. Lyman a ionizes NO and other
low ionization potential metallic species in the D region.

Many complex processes take place in the D region in which the
collision frequency is high (10*- 10° sec™!). The primary ions formed are
Ni, Of and NO*. Ion chemistry resulting from collisions with these ions
rapidly produce many other positive and negative ion species [Refs. 1, 9].
The D region is only present during daylight hours when the solar primary
ijonization source is active. A typical positive ion distribution in the
D region is shown in Fig. 6.

3.2.2. The E Region (95-140km). The primary ionization in the E region
arises from radiation whose absorption cross section is somewhat larger
(0 <5 % 10718 cm®* = 5 x 1072 A%), but not sufficiently large as to be
absorbed by higher altitude regions. Sources of this radiation include:

Solar soft X-rays in the region 31A < A < 100A
Solar EUV continuum in the region i > 8004
Solar H Lyman B (A = 1025A)

Solar CIII (A = 9774)

Solar Lyman continuum (A < 910A)

Lyman P and the CIII line both ionize 0,. The Lyman continuum ionizes OI.
In this region ionization of molecular species is predominant, with the
: formation of N}, 05, and to a lesser extent O' and NO*. Electron-ion losses
occur through dissociative recombination processes such as:
NO* + e -> N* + Ox
0 + e => 0% + O*

CO% + 3 -> CO* + O*

N} + e -> N* + N*

T T 1 T T 7 T v 7

ALTITUDE(km)
8 3
| 1
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' [} ' v w
CONCENTRATIONIem-?)

Fig. 6: Altitude distribution of the positive ion composition of the
D region molecular weights of individual components are indicated [Ref. 1].
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where N* etc may be optically excited species. After the relevant ion
chemistry has taken place, 0} and NO* are the most abundant species in the
E region as shown in Fig. 7.

3.2.3. The F; Region (140-200km). The F, region peaks near 200km and is
absent during the night. Ionization in the whole F region is caused by
solar radiation between 100A and 800A region where a large photoionization
cross section o > 107! sq. cm = 0.1A%? for atmospheric species exists. The
principal components of this ionizing radiation are lines of Hell and the
solar X-ray continuum. The principal positive ions initially formed in
this region are N} and 0*. Complex ion chemistry between these and other
constituents leads to NO' being the most abundant ionic end product,
followed closely by 0. This is illustrated in Fig. 8.

3.2.4. The F, Region (200-400km). At altitudes up to 200km, and including
the F; region, collision rates are sufficient to ensure that the balance
between photochemical and ion chemical processes determine the
quasi-equilibrium structure of each layer. At higher altitudes however,
the diffusion of ions through the neutral gas becomes a very important
factor which has to be taken into account. Above 250km, diffusion rates
and recombination (chemical) loss rates of ions become comparable.
Diffusion exerts control on ion and electron number densities. By
diffusion, charged particles move long distances before they are influenced
by loss processes. The collisional mean free path at 200km is about 1 km.
Diffusion of charged particles across magnetic field lines is of course
inhibited and this has an effect on the ionic dynamics in the high
atmosphere. At very high altitudes diffusion is the dominating process.
The competition between diffusion and recombination gives rise to the upper
F, peak of the ionosphere, at about 300km.

As indicated in section 3.2.3, the predominant ionizing radiation
between 100A and 800A is identical to that for the F, region. The
principal ions formed are 0' and N} and 0}, and the predominant ion which
contributes to this part of the space environment is 0*(“S).
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Fig. 7: Altitude distribution of E region ions at a solar zenith angle of
60° [Ref. 1].
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Fig. 8: Altitude distribution of F; region ions for a 1000°K thermosphere

at low solar activity. Solar zenith angle = 60° for dashed curve and 0°
for solid curve [Ref. 1].

Figure 9 displays the results of calculations of the altitude
distributions of O* ions between 200 and 450km in F, region, based on the
assumptions of two typical photoionization rates for the O + hv -> 0O
reaction. The smaller of the two rates (1.5x 1077 sec™!) corresponds to low
solar activity and thus a relatively low solar UV flux. The larger of the

two (3.0 x 1077 sec™!) corresponds to high solar activity with which is
associated a higher solar UV flux.
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Fig. 9: Altitude distribution of F, region 0" ions for diffusive
equilibrium in a 1500°K model thermosphere, with overhead sun calculated
on the basis of two photoionization rates (1.5 x 1077 sec™! typical of low
solar activity and 3 x 1077 sec™! typical of high solar activity [Ref. 1].
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Electron loss in this region occurs through dissociative
recombinations:

e+ N} >N+N
e+ 0 >0+0

It can also occur through a somewhat more complex set of reactions
involving NO* as an intermediary:

0* + N, -> NO* + N
NO* + e -=> N+ 0
0*+0,->05+0

3.2.5. Topside Ionosphere and Plasmasphere (z > 400km). The dominant ion
in the topside region (400km < z < 1000km) is O* which is transported from
the F, region. H' ions formed in the F, region by the almost totally
resonant charge exchange reaction

0*(*S) + H(?*S) -> O(°P) + H*

are also transported into the topside region where their abundance
increases with altitude until they become the dominant species of the
exosphere (z > 1000km) as indicated in Fig. 10. 1In regions above the
topside ionosphere, where the magnetic trapping of ions discussed in
section 2 occurs, H' is the dominant specie of the plasmasphere. Ion
motion at these large altitudes is largely ballistic.

—rr—— -t v
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Fig. 10: Altitude distribution for topside ionosphere and plasmasphere
jons in diffusive equilibrium with a 750°K thermosphere [Ref. 1].
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4. Conclusion

In keeping with the "space environment® theme of the Institute, this brief
review of the upper atmosphere and the ionosphere has emphasized the
structure, formation, and constitution of the ionized layers of the upper
atmosphere. In the mesosphere and the thermosphere, they are embedded in
the surrounding neutral atmosphere to form a dilute plasma. In the
exosphere they are the dominant components.

Among the important ionospheric phenomena which have not been treated
here, are mass motion and dynamics, winds, current sheets, radio wave
propagation effects, auroral effects and coupling with the magnetosphere.
Information on these topics will be found in other presentations to the
Institute and in the monographs listed among the references.
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THE NEAR EARTH PARTICULATE ENVIRONMENT

J.A.M. MCDONNELL

Unit for Space Sciences
University of Kent at Canterbury
Canterbury, Kent CT2 7NR, U.KX.

ABSTRACT. Satellite orbits in proximity to the gravitationally attracting
planet Earth are immersed in an active swarm of particulates, now both
natural and man-made. High velocities relative to spacecraft can lead to
extensive impact damage, and in the developing scenario of human
exploitation of space, characterization and recognition the particulate
environment forms a design driver for space structures with a high
area~-time product. Concern for the increasing role of man-made space
debris, at centimetre scale dimensions and above, has led to increased
activity in both tracking and modelling. In the size range deemed
"unprotectable"” regarding space station design, databases have been
developed; below this size, space debris and natural particulates vie for
dominance and currently form an exciting area for study and debate. The
return of NASA’s Long Duration Exposure Facility (LDEF) provides a case
study for the understanding of their roles and illustrates how radically
the spacecraft pointing direction will determine the penetration rate of
space structures. The paper reviews knowledge and current understanding
of the two populations as inputs to the space environment models.

1. Perspective of the Particulate Environment

Knowledge of the population of interplanetary space and the near Earth
space environment precedes the space age. Prior to the launch of
satellites, knowledge of the potential component of a natural dust cloud
about the Earth led to NASA's strong support for micrometeorite detectors.
The Earth’s Dust Belt [Ref. 1] was short lived [Ref. 2] and the hazard
aspect relaxed to the effect of unbound natural interplanetary meteoroids
from the comet or asteroid families. Only a modest gravitational
enhancement of this population would be expected in Low Earth Orbits (LEO)
due to the attraction of the Earth.

Fields of study and lines of evidence on the distribution of matter
maintaining the LEO particulate environment - which 1 t indeed be
replenished — are shown in Table 1. Characterization of tue information
available from such fields of study has been reviewed on numerous
occasions. Recent reviews of significance are offered by Grin, et al.
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Table 1: Evidence for the presence of particulates in the near Earth
environment. Differing techniques are vital to determine the properties
of this complex mix of particulates covering a size regime from submicron
to centimetre dimensions.

PHENOMENON TECHNIQUE APPLICATION
Zodiacal Light Terrestrial and in-situ | Global properties of
optical sensing Solar System
Meteor trails Optical and radar Meteoroid orbits,
tracking stream classification

Cosmic spherules Pacific sedi ts, deep Microanalysis, and

ice and strac pheric petrology isotopic
dust retrieval studies

Fireballs Terrestrial recovery of | Mineralogy and orbits
meteorites of particular

asteroids

Impact craters Terrestrial crater Impact bombardment
identification history

Tektites Impact crater ejecta Identifiers of impact
finds events

Impacts on Penetration and Impact Current environment

spacecraft plasma and dynamics

and sensors

[Ref. 3} focussing on the interplanetary environment; in LEO space, in-situ
satellite techniques and measurements have been reviewed by McDonnell
[Ref. 4]). It is in the near-Earth space that we now have opportunity for
dramatic developments in understanding by study of the data returned from
NASA’'s Long Duration Exposure Facility (LDEF). We shall review evidence
derived from key space experiments on LDEF and examine how they shape our
understanding of the roles and especially the interplay of natural
particulates and space debris. First, however, we need to understand some
basic properties of the characterization of particulate distributions; such
properties define the relative importance concerning penetration frequency,
the scattering area and the mass distributed within the population.

2. Characterization and Properties of the Flux Distribution

The cumulative flux distribution, illustrated in Fig. 1 and instanced in
measurements returned from LDEF (Section 3, et seq.) is plotted on a
logarithmic flux-logarithmic mass scale. A straight line plot in this

plane would be characterized by the form:

log ¥(m) = a log m + log ¢ L
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Fig. 1: The cumulative mass distribution in LEO orbit [Ref. 28]. The
slope a of the logarithmic plot determines which masses are significant in
terms of the frequency of encounter, and the mass or area within a
distribution. Figure 1(b) illustrates the mass per decade interval and (b)
the area per decade interval derived from Eqs. (4) and (9).

where a = log cumulative slope = alolo(:(g;')) (@ is negative). It may

be extended to cover arbitrary forms of the distribution &(m). We note
that ®(m) refers to the particles greater than a limiting value, and is a
threshold measurement, e.g., ®¥(m)= number per metre?sec! of particles of
mass m or greater; the "average"” particle differs by an amount dependent
on the slope of the cumulative distribution a. Only at very "high" values
of the (negative) slope a, does the average and the threshold mass
converge.
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This average mass may be shown to be given by m a/(a+l) and has
validity for a < -1; whereas the most frequent mass is close to m, the
average mass can be much larger. For a = -1.2, e.g., the value is 6.m.

The number of particles 8%(m) in a small interval 9 log m or @ m may
be found (see Appendix) using: dlogl(m) = a @ log m and d®(m) = a ®(m)
om/m. The flux is defined as the number of particles passing through a
flat surface, which is accessible to particles approaching from 2
steradians, but because of geometric target foreshortening it is equivalent
to a detector of isotropic angular sensitivity open to wx steradians.

The logarithmic flux distribution is useful for plotting the size
distribution over a wide range of particulate fluxes and mass but is
inappropriate for computation of, e.g., (1) the mass of particles in a
given range, (2) the area of particles in a range, or (3) the total area
of spacecraft erosion. Such properties are required for evaluation of
environmental effects but equally important for understanding relationships
in the source and sinks of particulates; these properties require us to
first identify the differential mass distribution.

Exponentiating equation (1) we find

&(m) = ¢ m® (2)

which shows that our flux distributions are typically of power law form.
The differential flux d®(m) is given by

¢(m) = ac.m*! dm. 3)

The (differential) mass index s = a — 1 is, for example, -2 for a value of
the cumulative slope of a = -1.

We can now determine the total number of particles over a range m
to my; in the flux distribution by integration of Eq. (3). This could have
been obtained from the difference of the two cumulative fluxes &(m;) and
d(m;) (Eqs. 1 or 2). But for the mass within such an interval m; to m,; we
must integrate (see Appendix) which yields the result:

m2
=f¢(m>.m.dm
ml

o

«*l «+l
a*l.O(m).m‘.(mz -my ) %)

This solution is valid except for a = -1, unfortunately a value fairly
typical of many natural distributions, e.g., of meteoroids impacting the
Earth's atmosphere. For this special case a = -1, we find the total mass:

=a. ®(m.m.log, (%)
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In the case where m; and m, represent intervals on the logarithmic
mass scale as for example decade intervals where m; = 10m;, log (my/m;) =
1, then log, my/m; = log, 10 = 2.30, and the total mass ~ a c log, f%é -
log,10.a ¢ = log,10.a #(m) m per decade. Thus the mass of particles in any
particular logarithmic mass interval is uniform over the range for a = -1
since #(m) = c.m™*. The value of a = -1 is then a "turning point"
regarding properties of the distribution. To illustrate the properties for
a < -1 and @ > -1, we integrate over a wide range of masses (i.e., for m,
>> m) for a representing a 'high’ slope and for a representing a 'low’
slope.

For a < -1, integration of equation (4) yields a total mass
- o
——"“Fl.il’(.'nl).m1 (6)

We see that the mass is determined only by the lower limit my, i.e.,
is ‘concentrated’ there. For my = 0, we have infinite mass, but in
practice (reflecting the need to constrain the mass to the finite sources
of mass available) the distribution "falls off" (by a decline in the slope
a). This conservation of mass - mass budgeting between sources -~ we shall
see is essential to understanding the sources and sinks of particulates.
We must, in fact, account for the total mass budget in interplanetary dust,
comets, asteroids and the planets as a closed solar system. Mass is
redistributed as it is interchanged between various sources and sinks but
its flow can be charted. We must also find in e.g. the space debris
scenario, that the mass of fragmentation products should never exceed the
mass of source objects — a useful constraint!

For distributions with low slopes, the mass is concentrated near the
largest mass (m;) of any interval, and is given by:

_GQ (mz)m, %))

Total mass =
o+l

We must complement the above relationships by extending it to the
area of flux distribution, e.g., representing what the scattered or
reflected light from such a distribution would be. We take the geometric
cross section (A(m) = 4nr? where r is the particle radius) but could
readily extend it to incorporate the optical scattering function for light
scattering calculations or penetration parameters for calculating the area
of impact erosion:
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m,
[ otm.awm dm
ml m, 2/3
1/2
- f ad (m) [31! ] .109,,5 (8)
ml

me 4np

The critical value of a concerning area is found to be a = -2/3 and
yields for over the interval m; to m; an area per magnitude:

3ql/2 )2/3

2.32¢ax c(
4p

2/3
°(’/"3) [ 3 .log,, 9

m? 4anp

For high slopes (a < -2/3) the area is concentrated in the smaller
particles but only for a > -2/3 is the area of large particles dominant.
We can find situations (e.g., o between -2/3 and -1) where the mass is
dominated by large particulates and yet the area is dominated by the
smaller of the particulate populations.

Knowledge of the sources and sinks of matter in the solar system we
are currently exploring is Ferived from our planetary vantage point at 1
A.U. heliocentric distance. In the inner solar system we see a relative
high density of small particulates, but whose free lifetime, due primarily
to the relativistic Poynting Robertson drag, is only some 10* years. The
same particulates demonstrate, however, in terms of mineralogy, ages of
some 10° to 10'° years perhaps predating the-solar.system [Ref. 5}. Figure
2 illustrates schematically these routes for processing of matter in the
solar system. The particulates must be liberated in very recent times, and
we see comets and asteroids as potential sources; comets are evidently
prolific sources in generating their dust tails. IRAS data also shows
asteroids have dust trails, but of larger dimension. Self grinding within
this cloud, which is probably in equilibrium over timescales some 10’
years, contributes a further (and mixed) source of particulates nearer the
Sun: this can be shown [Ref. 6] to be generated where the area of
distribution is high - namely between 30 ,to 100 microns particle diameter.
The available mass in the distribution is shifted towards slightly higher
masses in line with Eqs. (4) and (9). We see that the size range 100 um
to 1000 pm, namely the lower end of the sporadic meteoroid population,
provided the dominant source and is largely generated from comets.
Characteristics of the orbital elements of these different sources
intercepted in LEO space will be used to determine properties which we can
compare with our observations, LDEF especially.

Figure 1(a) showed us the cumulative flux disttibution ®(m) for
objects encountered in Earth orbit. We shall later examine the relative
importance of natural and space-age particulates from modelling and
measurement, but use the relationships we have developed to derive from
this data the mass per decade magnitude Fig. 1(b) and the cross-sectional
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Fig. 2: Sources and sinks of particulates contributing to the LEO
particulate environment.
area per decade magnitude Fig. 1(c). Examining these we can readily

appreciate that the satellite population has the potential to exceed
(during a collisional break-up scenario) the natural population of
interplanetary meteoroids; we note that the collision frequency with
satellites is (fortunately!) low but the capability of exceeding the
natural meteoroid hazard at small masses is quite real.

In the same way concerning the natural population of meteoroids, we
see that their mass per magnitude enables them to provide a ready source
of smaller particles by e.g., self-grinding in interplanetary space. Ve
identify from 1(c) which particles dominate the interplanetary scattering-
the Zodiacal Light.

3. Measured Distributions

We look at a few of the_range of impact related experiments on LDEF; this
set marks a dramatic increase in the definition of impact measurements and
damage assessment in the LEO environment. LDEF's vital role in the
reformulation of the environmental definition arises from three factors:

a. Large area x time product (110 metres? x 5.75 years);

b. Retrieval from orbit fo permit laboratory study using
sophisticated analytical tools;

c. Stabilization (in geocentric co-ordinates) of the spacecraft
attitude.

Key experimental results are now described.
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3.1 LDEF MICROABRASION FOIL PACKAGE (MAP)

Hypervelocity Impact perforations from the first surface of the
Microabrasion Foil Experiment (MAP), which comprises multilayer micron
dimension foils, have been reported by McDonnell, et al. [Refs. 7, 8].
Typical hypervelocity impact features (shown in Fig. 3) are detected
optically in foils of different thickness, and plotted as a function of
fuax, the ballistic limit. Sample fluxes from several thousand
perforations are shown in Fig. 4. Representing the cumulative penetration
rate for independent areas of aluminum (and brass, but not shown), the data
clearly demonstrate the high East (LDEF orbital ram direction) flux.
Asymmetry between the North and South fluxes ls significant; error bars,
representing the statistical uncertainty /N for each surface are small with
the exception of the lower values west fluxes (N is shown). The angular
offset of LDEF (8° towards the North, Fig. 2) reduces the apparent
magnitude of the real bias towards the north for the small particles. The
bias is clearly size dependent and reverses (again significantly) for
penetration thicknesses of > 20 microns. As yet these features cannot be
explained! We may perhaps have to involve anisotropy in Earth bound space
debris orbits (despite the expected randomization of orbits for small
particles) and also (for 1larger particulates) anisotropy of the
interplanetary environment. We have not yet, however, performed the
separation of space debris and natural particulates! We must examine first
other data sources emerging from the LDEF analysis.

Fig. 3: Perforation of a 5 micron LDEF MAP foil by a hypervelocity space
particulate. A crater diameter 60 microns would be caused by a particle
of some 40 microns at 17 kms™! velocity.
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Fig. 4: Penetration rates of differing foils as a function of thickness
for five pointing directions on the MAP experiment. Penetration counts are
shown and error limits, given by root N, where N is the number of
perforations above the ballistic limit, are generally insignificant except
for the (lower) West flux; the difference between North and South is
significant as indeed is the reversal of this trend. The excess flux
observed on the East Ram direction is consistent with an orbital population
but only for the smaller particulates (~ 5um diameter). At larger
dimensions the flux anisotropy is consistent with natural (unbound)
particulates as the dominant but not necessarily exclusive source.

3.2 LDEF ULTRA HIGH COSMIC RAY COVER (UHCRE) EXPERIMENT

The Cosmic Ray Experiment [Ref. 9] provided via its thermal covers a
valuable meteoroid detector. Analysis of impacts is currently being
performed at Canterbury (Ref. 10]. The programme is complementary to that
being conducted at NASA JSC on another sub-set of the total of 18 m? of
detector surface. Eleven trays on LDEF were used for carrying the UHCRE
experiment, located on nine of LDEF's twelve peripheral faces. Nine
segments are currently under study; two chosen for the pilot study reported
here were from rows four and ten, opposing rows and near to the EAST and
WEST pointing directions.

The blankets were scanned for features using the "Large Optical
Scanning System" (LOSS) which employs a method of photometric detection
with a resolution of approximately 3 microns at its highest magnification.
The process is automated with computer based software which searches for
features and logs their position and optical size. In the study, after
initial scanning, each feature was returned to for verification as an
impact site. Three-colour stereo CCD images were then taken of each impact
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site and logged in a database, set up for use by the scientific community,
where specific craters or types of craters may need to be selected for
study.

With the thermal blankets we are not able to yet define accurately
the penetration sensitivity due to their unusual structure; prior to their
proper calibration they are considered to be all Teflon sheets 200 microns
thick, and having an equivalent thickness of 170 gm aluminium.

After taking images of each feature these images are subsequently
processed to extract data including information on hole size, the diameters
of the rings observed around the perforations. A plot of some source data
from the Thermal Blankets, leads to the distribution of hole sizes, shown
in Fig. 5. On leading (Row 10) and trailing (Row 4) shows an East to West
ratio varying from 4 to 12. This ratio is significant in the
identification of orbital particulates, and its low value argues against
them at this size. The data is incorporated with other impact experiments
on LDEF into the model used in Fig. 6.

103
Flux 204 B
§ L atoc flux
6 East UHCRE Thermal Blankets
10°°¢
m-2s~!
ﬁ West
107F
10! . L -
100 MHole diameter (microns) D, 1000

Fig. 5: Penetration hole diameter distributions for the (UHCRE) thermal
blanket covers, and leading (Row 10) and Trailing (Row 4) faces of LDEF.
The composite of 120 um Teflon and 80 microns paint may be plotted at an
equivalent thickness of 170 ym aluminium.

3.3 SDIE EXPERIMENT

Representing an area comparable to the cosmic ray covers, the SDIE
experiment [Ref. 11] offers for higher masses an effectively "infinitely
thick" target regarding penetrations. No perforations of 2.5 mm aluminium
were detected. Valuable comparisons can be made between the impact effects
on such thick targets and the thin MAP and UHCRE data, where the larger
particles clearly penetrate. Opportunity for the "calibration” of thick
target cratering and foil perforation relationships abounds; such work was
reported at the Workshop "Hypervelocity Impacts in Space", Canterbury,
1991.
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Fig. 6: The application of modelling of particulate dynamics to LDEF West
and Space flux data yields a particulate velocity Vg of 17.4 kms™!. It is
further transformed to the West Face of LDEF, which shows that the
prediction based on interplanetary unbound particulates is in good
agreement with measured West fluxes at medium masses. At smaller masses,
however, the presence of orbitals is demonstrated on the East face (dashed
line). c

Data is acquired primarily in terms of crater diameter measured at the
original detector surface level. Accompanied by depth to diameter
relationships of 0.50 determined by Humes [Ref. 12] for the larger craters
(D, > 500 um) we can convert diameter distributions (D_.) to penetration
depth distributions (T.) and relate to foil penetration penetration
thickness limit (£,,,). The ratio of f,,,/T. has been reported for thin
foils as 1.17 [Ref. 13]. Humes [Ref. 12] infers a higher value near to
1.7. Although remembering that this calibration must in future be refined
by the LDEF data set, wr note that the log-log representations of data
render this factor 1ess critical regarding our inspection and
intercomparison of the different data sets at this stage.

3.4 INTERPLANETARY DUST EXPERIMENT (IDE)

Measuring the smallest particles on LDEF, of submicron dimensions, the IDE
experiment [Refs. 14, 15] offers vital characteristics for tracking down
the source of (at least the very small) particulates., We will see (section
5) that the modelling particle dynamics to flux ratios from the MAP data
deronstrates the presence of orbital particulates, but only for the
pa .iculates causing perforation of the aluminium foils of 20 micron
thiclness and lower. This trend is supported by the IDE experiment data;
experiment features which provide a special perspective to understanding
the LDEF data-set are:
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(i) Time-tagged impact detection (but only for the first year)

(i1) Six directional flux measurements (4 peripheral, Earth and
space pointing).

The time tagged information shows a surprising unique structure; it
shows that the orbital population is neither isotropic nor constant! As
perceived from LDEF’'s orbit, periodicity in the variations is seen and
shows the interception of orbits on successive periods, dismissing the
concept that microparticulates should have diffused into an isotropic
cloud! This selective distribution in orbits — where the spatial density
momentarily exceeds the average by many orders of magnitude — has been
interpreted as evidence of space debris [Ref. 15] and alternatively as
compatible with natural particulates captured into Earth orbits either
directly (via aerocapture) or indirectly by particulate atmospheric
disruption followed by capture (aero-fragmentation capture [Ref. 16]).
Chemical evidence of impact residues must provide more definitive answers,
and we could very possibly, given the extent and high definition of data
from LDEF, distinguish the presence of both contenders to this orbital
population. There could indeed be both components present. Although we
await also, the chemical identification of the residues of larger impact
craters, we must accept that these are generally dominated by natural
meteoroids. Our modelling demonstrates this by returning a velocity of
17.4 km/sec, well in excess of orbital values. On the west face, analysis
of 15 impact residues of the Frecopa experiment [Ref. 17] also reported 15
out of 15 studies as chondritic in composition, hence certainly not space
debris. Additionally though thick target residue analysis [Ref. 18] has
yielded a small fraction which are compatible only with man-made space
hardware.

3.5 SUMMARY FLUX CHARACTERISTICS

We are thus able to generate a flux distribution from these data sets. We
refer them not to particle mass but the equivalent thickness of aluminium
perforated; it is the flux ratios which are significant! Corresponding to
the lowest (West), highest (East) and the space pointing directions, we now
have a measure of the anisotropy of the average LDEF preferred flux. We
will later wish to account for the 8° effect of LDEF as more data is made
available [Ref. 19]. The model fit extends from micron to millimetre
dimensions, covering 9 orders of magnitude in particle mass. This is our
basis for modelling.

4.0 Modelling of LDEF Data and the LEO Environment

4.1 EFFECTS OF SPACECRAFT EXPOSURE ATTITUDE

The diversity of flux rates for different exposure attitudes on LDEF (flux
anisotropy) will be incorporated into engineering models and guidelines and

used directly for spacecraft exposures similar to LDEF. The data refers
to velocity at mean altitude of 465 km and in an orbit of inclination
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28.5°. To apply the data to any other satellite exposure requires an
understanding of the particulate orbits. We must develop modelling of
particulate orbits, incorporating the relative motion of the satellite
(LDEF) and a supposed geocentrically referenced cloud, in order to
understand what this LDEF anisotropy means. We may then understand better
the sources of particulates. Such modelling of the Interplanetary
micrometeoroid environment as encountered by LDEF has been developed [Ref.
9]. Due to LDEF's fast precession rate the average interplanetary flux is
assumed random [Ref. 20]. Our model calculates the relative fluxes and
impact velocity of particulates arriving at each of LDEF’'s 14 faces. Such
ratios are calculated at a particular (arbitrary) initial mean geocentric
particulate velocity Vpz which may be related to an interplanetary Earth
approach velocity Ve,

The model results are then applied firstly to the MAP data, which is
deployed on five different pointing directions of LDEF; other LDEF impact
data is incorporated at larger particulate dimensions. The thin foil
perforation flux distributions measured on each of these faces (North,
South, East, West and Space), are supposed to be caused by either natural
micrometeoroids (unbound orbits) or man-made space debris (orbital). It
can be shown that the unbound micrometeoroids are able to encounter all
faces of LDEF, but for the orbital particulates, there can be only a very
small fraction on the West, Space and Earth faces: the only possible
exception to this would be impacts from highly eccentric orbits. We see,
therefore, that a study of the West and Space fluxes is the key in
deconvolving the naural micrometeoroids and orbital fluxes.

To understand the modelling approach we first imagine that LDEF is
stationary, with respect to the Earth; it will encounter an isotropic
Interplanetary flux and with the exception of Earth shielding, all LDEF
faces will detect the same flux. If, though, the spacecraft is travelling
at its orbital velocity through this geocentrically preferenced isotropic
cloud, detection efficiency will modify the measured fluxes of each face.
These effects are mass sensitivity and detection geometry. The geometry
effect is the 'sweeping-up’ of particles onto the forward faces. The
apparent flux on the moving detector relative to the stationary detector
can be determined for each face and are termed the 'K’ factors. The motion
of LDEF also increases the mean impact velocities on the forward faces
relative to those of the stationary spacecraft, and likewise reduces the
velocities on the rear faces, giving rise to the mass sensitivity effect.
Here, because particulate foil penetration (or crater depth) depends upon
the impact velocity, the forward faces will receive more perforations than
the rear faces at a particular size because of the increased number of
particulates of smaller size. Therefore, the forward faces not only
encounter more particles than the rear faces due to the geometry effect,
but also detect more particles due to the mass sensitivity enhancement.
This underscores the importance of LDEF's flux ratios.

A flux transformation from the West face to the Space face (Fig. 6)
is then composed of a horizontal (sensitivity) shift to account for the
mass sensitivity (the relative increase in foil thickness at constant
mass), and a vertical (flux) shift to account for the geometry effect along
with Earth shielding (the flux ratio at constant mass). The flux ratio at
constant foil thickness can then also be defined if the slope of the foil
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thickness perforation distribution is known. Both these mappings are
dependent upon the initial geocentric meteoroid velocity, and therefore,
so also is the relative transformed flux. This transformation is then a
prediction of the foil penetration flux that would occur on the Space end
face. By performing this at an arbitrary velocity Vp, we can find a
solution for the geocentric particle velocity which generates the observed
Space flux from the (transformed) West flux. This is calculated to be 17.4
km s™}, for the MAP data, which compares favorably to mean micrometeoroid
velocities derived from observations of meteor streams as measured as
16.9 kms™? by Kessler [Ref. 21}, as 19.2 kms™! by Dohnanyi [Ref. 22], as
16.5 kms™! by Erickson [Ref. 23] and 15.2 km/s by Southworth and Sekanina
[Ref. 24]. The Earth approach velocity V, is deduced as 13.6 km second.
Ve shall later examine the implications of this modelling for the LDEF data
set in the context of Interplanetary models by Grin, et al. [Ref. 3] and
Cour-Palais [Ref. 25] (Fig. 10).

4.2 ANGULAR DISTRIBUTION OF THE FLUX AND DETECTOR GEOMETRY EFFECTS

In order to extract as much information as possible from LDEF, the NASA
LDEF ("A Team") analyzed the entire frame of the spacecraft prior to the
removal of the experimental trays for distribution and analysis. They
discovered, on the aluminium clamps, flanges and tray lips, a total of 768
impacts of diameter 0.5mm and above, with the number of impact sites
ranging from only 3 on the trailing West face (03), to 87 on the East (10)
face. The main advantage of using data from the LDEF frame is that there
are effectively 24 side-facing directions instead of the normal 12,
providing more opportunity for resolving any possible effects of a fine
structure from a debris component. Plotted in Fig. 7 are sample results
for impacts on the clamps, flanges and tray lips [Ref. 26] for large
impacts (ca. 500 pym). Any data point from such an analysis represents the
highly smoothed effect of a flat plate detector. In an effort to
understand the true incident distribution, we must examine the efforts of
such smoothing and the possible de-convolution. The "Errors" represented
by a spike in this data arise from the statistics of the small number of
large impacts.

Each data point measured on an LDEF surface is the result of an
impact on a flat-plate detector by a microparticle incident from an unknown
direction. A particle striking a particular face could also have done so
on any of the other (nearby pointing) faces LDEF, but in each case the
probability of it occurring would have been different, as well as the
incident angle. Noting that such factors will lead to a deterministic and,
known, smoothing function, then it may be possible to calculate the flux
of particles coming from each specific range of directions by the process
of mathematical deconvolution. We note two main effects (1) Geometrical
Sensor Area, which is proportional to the cosine of the angle from the
normal (a) and (2) a penetration sensitivity which follows a (cos a)?®-8%
dependence, according to empirical relationships [Ref. 27]. This has led
to a partial deconvolution of the data; the results show that the
distribution of large craters is not caused by the "butterfly” distribution
expected for orbital impacts [Ref. 28]. The LDEF results for large
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Fig. 7: Radial plot of impact flux for LDEF’s peripheral pointing
directions.

particles differ markedly from the MAP micro foil data where orbital
particulates are significant.

4.3 CURRENT SPACE DEBRIS STUDIES

NASA has promoted space debris studies with considerable success [Ref. 29].
Following this lead, ESA‘’s Space Debris Working Group concluded in the ESA
SP-1109 that "For future manned missions (e.g., the Columbus programmes and
Hermes) it is essential to establish a European database of all space
debris data...... "

In response to these findings a concerted effort was started by an
advisory group leading to a document complementing NASA’s volume. An
initiative was effected to obtain various tools to support the findings and
to monitor the space debris environment; these are also coordinated through
the Space Debris Advisory Group. Tools developed include DISCOS - The
Database and Information System Characterizing Objects in Space, designed
and developed with ESA and implemented under contract at the University of
Kent at Canterbury. It is now on-line at ESOC (European Space Operations
Centre) Darmstadt, Germany. Also available is ESABASE, a risk assessment
modelling tool comprising both micrometeoroid and space debris models
on-line.

DISCOS takes data on tracked objects only. These are mainly
satellites, payloads and fragmentation debris that are tracked by
USSPACECOM. There are four main space objects data sources; namely,
USSPACECOM Two-Line Elements, NASA's Satellite Situation Reports, RAE Table
of Earth Satellites and Teledyne Brown Engineering History of On-Orbit
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Satellite Fragmentation. There are also two Solar and Geomagnetic Activity
Data files; namely, NASA’s Long Term Solar and Geomagnetic Activity
predictions and ESOC SOLMAG data. The database is implemented in Oracle
and users access the main data files which contain hybrid information from
the four space objects data sets via SQLPLUS.

DISCOS can be used for collision dynamics and probability, time
evolution models, re-entry predictions and risk assessment, especially for
manned missions, strategies for collision avoidance and launch window
calculations. DISCOS is used as a primary data source for space debris and
has been used to estimate impact probability calculations on a spacecraft
such as LDEF (Long Duration Exposure Facility). Data for larger masses (as
shown in Fig. 1) gives the distribution of satellites and fragments in
Earth orbit and can readily be generated from DISCOS.

ESA is continuing to invest in space debris monitoring and control
as underlined by recent contracts awarded for characterizing impact
probability and distributions on a spacecraft, e.g., the new LDEF data at
smaller masses; it is also promoting studies via SIRA (UK) in collaboration
with the University of Kent for the study of optical tracking techniques
for space debris.

5. Sources and Sinks - Current Viewpoints

Modelling the natural particulate components on LDEF, which dominate on the
West and Space faces, leads us to the expectation that mid-sized
particulates detected by all faces of LDEF are dominantly natural; by
deduction of the particle velocity from the comparison of the Space and
West pointing detectors we are able to deduce the interplanetary velocity
and flux distribution by incorporating effects of Earth shielding and
gravitational Earth focussing. This compares well (Fig. 8) with the
interplanetary flux distribution deduced by Grin, et al. [Ref. 3]. At
larger masses, we see a significant divergence, namely an enhancement in
flux above accepted meteoroid fluxes. If confirmed, it will demand
explanation; it might well be explained by impact comminution products of
the terrestrial satellite population. Previous modelling {[Ref. 29]
predicted a dominance by debris above lmm particulate size, and we could
be seeing here in the LDEF data first evidence of collisional increase.

Previous evidence from the Solar maximum Satellite data [Ref. 30]
indicating a micropopulation of debris some 1 to 2 orders of magnitude
above the natural population have been shown [Ref 31] to be exaggerated by
invoking inappropriate penetration formulae [Ref. 27]. The effects of this
are seen in Fig. 9, where the originally published data is shown adjacent
to the new interpretation using the McDonnell-Sullivan penetration formula.
Table 2 shows various penetration formulae which have been used to decode
crater and penetration measurements in space. Taking note of the need to
incorporate the effects of target strength and density and the wide range
of dimensions on LDEF, we are forced to conclude that the
McDonnell-Sullivan relationship should be used at this stage. It is
probable that the LDEF data itself will offer scope for the examination of
the parametric dependencies within this relationship.
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Fig. 8: Fluxes measured from LDEF data corrected for gravitational
enhancement and Earth shielding compared to the interplanetary model of
Grin, et al. [Ref. 2] and Cour-Palais [Ref. 25]. Agreement supports the
interplanetary origin of the West and Space pointing LDEF data.
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Fig. 9: Data from Laurance and Brownlee [Ref. 30] interpreted using the
penetration formula as published [Ref. 27] and more recent interpretations
[Ref. 31). Although the excess "debris” component is considerably reduced
a significant excess remains which needs addressing and resolving in terms
of local spacecraft contamination or orbital particulates.

To get a viewpoint of the current status of understanding of the
sources and sinks, we begin with the interplanetary flux (Ref. 3] (Fig. 8).
"Mainstream meteoroids"” (above 107%g mass) characterized by a cumulative
index of a = -1.2 are produced, and must be continuously replenished
[Ref. 32] by cometary sources in heliocentric orbits. Asteroidal sources
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Table 2: Penetration formulae used to decode hypervelocity impact data.
The need to incorporate target strength and density plus particle density
velocity and dimensional scaling underscores the value of the
McDonnell-Sullivan formula in the decoding of foil perforation data from
LDEF.

f p 0.476 o 0.134

= =1,023 d0.0SS _1) Al Y0.664 [Ref.31]
d Pr or

71; = 0.79 Vo763 [Ref. 4]
f p 0.5

= =0.57 d0.0SS 8-0.056_2 VO.B75 [Ref. 36]
d Pr

—5 = 0.772 d°2 ¢79-9 pP7? 5295 (Vcosa)®8 [Ref. 27)
_g = g0-956 p0:52 po.875 [Ref. 37)
?fi = 0.635 d°:95¢ p%5 o067 [Ref. 25)

are not precluded if in short period heliocentric orbits, i.e., perigee
within 1 A.U. We see that the Pioneer 8 and 9 data [Ref. 6] shows that
both the velocity and directional characteristics of the interplanetary
flux changes at mass 107!lg. We see a swing at smaller masses to a solar
flux direction, dominated by a higher velocity. We can to a first order
separate out the bound and unbound heliocentric orbits. The unbound orbits
at these very small masses represent those particles expelled from comets
or collisionally generated near the sun between the impact of differing
meteoroid streams. On liberation they find a gravitational field which is
reduced by radiation pressure to the extent that their orbits are
hyperbolic. Figure 10 shows the effects of a separation into this
"bimodal” population, separated not so much by their nature but by virtue
of their fate in terms of orbital elements. Otherwise they may well be of
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similar characteristics, namely cometary fragments of nature similar to the
IDPs recovered from the Earth’s stratosphere [Ref. 33).
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Fig. 10: Interplanetary flux (IP) data (Ref. 3] resolved into an orbital
component (a particles) and hyperbolic B particles [Ref. 6].

Noting that the interplanetary "bimodal” flux at 1 A.U. is incident,
and without significant gravitational enhancement, on the lunar surface,
we can compare this with lunar crater distributions. Review data [Ref. 34]
is used in this instance to be representative of the differing data which
have been published. We are still left in some considerable difficulty,
however, regarding the absolute calibration of lunar rock exposure ages.
A normalization is made therefore to the Grin interplanetary fluxes at
larger masses where the distribution slope is high and the existence of
secondary craters rendered insignificant. Figure 11 shows this operation,
which leads us to readily identify the excess lunar microcrater flux at
smaller craters, which had been suspected by numerous investigators (e.g.,
[Ref. 35]).

We are now able, and this is especially interesting in our study of
the LEO environment, to collate more reliably summary evidence in Earth
orbit (Fig. 12). We see LDEF as compatible for medium masses with the
interplanetary flux, but gravitationally enhanced. This situation applies
to all faces of LDEF. At smaller masses, however, the peripheral faces,
especially the East through to North and South, show an "excess", namely
the component we attribute to orbital particulates. The SMM spacecraft
(become of “"randome"™ exposures) sampled this orbital excess for only a
fraction (a quarter) of its exposure, but due to the higher flux value it
would have seen perhaps equal mixes of orbital and interplanetary
particulates at this mass. Although we have seen, at the smaller masses
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Fig. 11: Interplanetary particulate flux data compared to lunar crater
impact data, using arbitrary flux rate scaling for the Lunar data
normalized for the larger masses where primary craters must dominate. It
shows clearly the existence of secondary craters at small sizes which are
generated by the larger (a) particulates.

detected by the craters on the aluminium louvers on SMM, that the flux was
exaggerated at a particular mass scale, we do still see a continuing excess
above the interplanetary level as we go to the smallest masses. This would
well comprise both locally generated secondary craters on SMM (due to the
proximity of the solar cell structures) and a real flux of orbital
particulates now seen on the LDEF MAP and IDE experiments.

6. Issues in the LEO Particulate Environment

We see now that the LEO environment poses a design challenge for the high
reliability space systeuns and for extended lifetime missions. The impact
of particulates has hitherto been able to be ignored in the small satellite
area, perhaps less due to ignorance than because of higher failure from
other mechanisms. Milestones in particulate enviromment definition were
clearly the NASA meteoroid model for the near Earth Environment and for
interplanetary space [Ref. 25]. We see now in the light of more recent
review inteiplaneary measurements [Ref. 3] that this remains a good model,
certainly for isotropic or random mission exposure to the meteoroid flux.
New knowledge is, however, being generated: in deep space currently this
is via the Galileo, Ulysses and Hiten missions; in near-Earth space, LDEF’s
return has provided unprecedented opportunity for the definition and
understanding of environmental modelling. Yet we still see such
understanding the sources of particulates as vital to the extrapolation of
such data and its application to new missions.
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Fig. 12: LEO flux distribution data compared. The detection of LDEF of
an orbital population at smaller sizes from the MAP data [Ref. 7] could be
explained in terms of space debris or natural orbital component. Chemical
evidence will be needed to resolve this matter. The interplanetary flux
dominates for all faces between particle diameters of say 5Sum and 500um but
a possible space debris component at larger diameters could be indicative
of a contribution from space debris comminution. The source of the
microparticle orbital population 1is suspected to be, but as yet
unconfirmed, space debris.

LDEF’s data set generally comprises average exposures, but in certain
instances, time resolved data. Though we see the meteoroid role as
dominant, orbital particulates are clearly demonstrated by statistical
grounds invoking dynamic modelling and by direct evidence such as the
chemical data only recently emerging. The intermix of interplanetary and
orbital particulates is size dependent, and this no doubt holds clues to
the origin of the particulates. This mixing ratio is also orientation
sensitive, and design criteria for spacecraft can be clearly seen to
benefit from appropriate exposure attitude relative to the orbit vector.
Characteristics of the impacting particulates and their impact parameters
are therefore also altitude dependent and prescriptions for meteoroid
efficient shielding will therefore also differ. The time dependent data
available (such as the IDE experiment) is generally restricted to the
"insignificantly small" sub-micron particulates; in terms of hazards their
significance could though be vital to our understanding! Are they orbital
debris from rockets and impact comminution or natural fragments from
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meteoroid fragmentation? Comprising the tail of the satellite
fragmentation distribution they would give a significant handle on problems
relating to the definition of a suitable in-orbit comminution distribution
which cannot be readily measured at larger dimensions. At medium masses,
the dominance of the meteoroid population may mask the significant damage
they could cause in the millimetre size range and yet be a population which
could be increasing with time.

LDEF’'s data set will be understood and resolved only by a
multi-disciplinary attack from the research field. From the application
of dynamical modelling of orbits, from crater morphology, from the mass-
analysis and the isotopic analysis of crater residues, and from the time
history of some of this information, sufficient dimensions are surely
available to resolve the major aspects of the source and sinks of
particulates. The answers, as yet unresolved, are now on the detector
surfaces in the laboratory and yet do vitally need the continued thrust of
investigations of international status.
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APPENDIX
RELATIONSHIPS IN PARTICULATE DISTRIBUTIONS

A (straight line) plot in the log flux-log mass plane in which our
cumulative flux distributions are plotted is characterized by the form:

log ®(m) = a log m + log c

8log® (m) )

8 logm (a < 0). (Al)

where a = log cumulative slope =~

®(m) refers to the particles greater than a limiting value, and is
a threshold measurement, e.g., ®(m) = number per metre?sec! of particles
of mass m or greater than m. The number of particles d% in a small
logarithmic interval 9 log m may be found using: Jdlogd(m) = a 3 log m.
By différentiating or exponentiating we find: 3%(m) = a $(m) m/m = number
of particles in a mass interval. Exponentiating Eq. (Al) we find

d(m) = cm ¢ (A2)

which shows that our flux distributions are typically of power law form.
The differential flux is d®(m) is given by

d¢(m) = ac.m*! dm. (A3)
The (differential) mass index s = a - 1.

We can determine the total number of particles over a range m; to m; in the
flux distribution by integration of ¢(m). We could have obtained this form
from the difference of the two cumulative fluxes ®(m;) and ®(m,), but ¢(m)
is needed for other manipulations.

Mass within a flux distribution.
For the mass within such an interval m; to m,; we integrate the
function ¢(m) m:
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m
Total mass = f ¢(m) .m.dm

ml

m
-facm“"mdm

m1
c m;
- a;--*l [m21]p

o a+l__asl
- -a_+fc' (m3" " -mi ™) (a4)

Mass for a = ~1.

This solution is valid except for a = -1, a value fairly typical of
many rational distributions, e.g., of meteoroids impacting the Earth's
atmosphere. For the case a = -1, we find

m
f ac m*im dm

m1

Total mass

—ac[dm
m

B3

- a ¢ [log, ml

- a.C logﬂ(—;—é) (AS5)

1

In the case where m; and m, represent intervals on the logarithmic mass
scale as for example decade intervals where m, = 10m;, log (my/m;) = 1, then

m
log, m,/m; = log, 10 = 2,30, and the total mass = a c log, F‘ = log,10.ac

2

= log,10.a &(m).m per decade. Thus the mass of particles in any particular
logarithmic mass interval is uniform over the range for a = -1 since
®(m) = c.m™?,

ss ra <- h slope
Integration and substitution yields: (A6)

a.c 1 - _a
« +1 m-(a+l) a+l

Total mass = . (m) .m
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We see that the mass is determined only by the lower limit m;, i.e.,
is concentrated there, for what are termed "high" slopes in the flux
distribution.

Mass -for e > -1 (low slope)
The mass is concentrated near the largest mass and is given by total

mass:

ac 1 .. @ m)m,
a+tl’ m-(a+l) a+l (A7)

Area within a distribution

For the integrated area of a flux distribution, e.g., representing
the scattered or reflected light from such a distribution, we take the
geometric cross section (A)= n r? where r= particle radius. We can readily
extend it if necessary to incorporate the optical scattering function for
light scattering calculations. We find the geometric cross section area:

m,
- f (number X Area)dm
mi1

my 2/3
- f « c m* . m?/3, 3m/2 .
4p

m, 2/3

1/2

- f « c(-3—“-—) .m*? om.
ml1 4p

LY 2/3
1/2
- f a c[—:’—’-t—] .m*1/3 dm

ml 4p
3nl/2
;%%-5 .c. [m“”’]':; (A8)
Area for o = -2/3

The critical value of a concerning area is found to be a = -2/3 and
yields for a = -2/3 over the interval m; to m,:
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311:1/"’)2/3

area per magnitude = 2,32« c( ap

3ﬂ1ﬁ

2/3
ap ] .log,10 (a9)

cee]

Area for a < -2/3 (high slopes)

Integration limits applied to the general expression for area yields:

Area = - (3“1/2)2/3 < .m;,'?‘zl3
4p (¢ + 2/3)
3x2/2)’
(a4+ 5737 - ®(m) .m"> (A10)
Area for a > -2/3 low slopes
12\
Area = - (32; ) . (a +c2/3) .m_:~2/3
3x1/2)
- (aﬁ 73y @ m) .m2? (All)
Avera as cid

The average mass is found by the weighted flux x mass distribution.
This function yields that of the integrated mass within the distribution
normalized to the total flux. We find for a limiting threshold mass m

(Al12)

a
average mass = .M
8 a+1

This has validity only for @ < -1, i.e., for high distribution slopes.
This is reasonable because for a > -1, the integral of the mass within the
distribution is infinite. However, this point serves to illustrate the
fact that unless the distribution slope is high, the average mass 1is
considerably greater than most frequent mass.

Averagg area in Qig;;ihg;ign

This is, as in the case of average mass, valid only for a < -2/3 and
yields a value for a limiting size of m or greater:




146 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

3n/2
4 2/3 - -3
- w+3/3 m A(m) (@ +373) (Al13)

It is thus closer to the threshold than is the average mass due to the
higher area to mass function for small particulates.

rbitr o ux $(m) -

Where &(m) is not conveniently expressed by an equation, and may
represent an experimentally determined function, perhaps even with an
assoclated noise or error, the mass and area functions may be determined
by using sampled values of &(m) and the slope a(m). The number of
particles in a small interval d log(m) is given by dN = exp(log ®(m) -
a(m) dlog m) - ®(m). Hence the mass in that same interval is:

m.dN (Al4)

and the area in that same interval is:

2/3
/
A(m) dN = (%3) m¥’* [ dN (A15)

This technique is used to generate the data shown in Figs. 1(b) and (c).
The number of samples required per decade is determined by the accuracy
required and the quality of the data.




THE MAGNETOSPHERE AND ITS INTERACTION WITH THE SOLAR WIND AND WITH THE
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ABSTRACT. A tutorial discussion is presented of the Earth’'s magnetosphere,
and its interaction with the solar wind at its outer boundary, and with the
ionosphere at its inner boundary. Topics covered include magnetospheric
cavity formation, magnetic reconnection, plasma convection, structure of"
magnetosphere plasma populations, substorm dynamics, ionospheric
convection, magnetospheric and ionospheric current systems, particle
precipitation and the aurora.

1. Introduction and Theoretical Background
1.1. OBJECTIVES

Spacecraft and ground-based observations over the past thirty years have
revealed the Earth’s magnetosphere to be a highly complex, structured,
time~-dependent plasma system which interacts strongly with the solar wind
at its outer boundary (the magnetopause), and with the ionosphere at its
inner boundary. Nevertheless, it is the thesis of this article that the
observed properties of the magnetosphere and its interactions can be
understood at a zeroth order level in terms of the combination of a number
of relatively simple elements which obey a small number of simple physical
rules. The picture which emerges from this discussion is intended
primarily to form a framework within which to appreciate the context of
more detailed studies.

1.2. THEORETICAL BACKGROUND

Although the understanding of plasma systems at a detailed level is a
notoriously complex business, only two simple theoretical ideas are
required to meet the "zeroth order" objectives stated above; namely, the
concepts of "frozen-in" transport of the magnetic field and the plasma, and
the force exerted by the field on the plasma. These we will first outline.

1.2.1. Frozen-in Flow. We will first consider the motion of individual
charged particles in an electromagnetic field. The simplest case is
particle motion in a uniform steady magnetic induction B, in which case
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ions and electrons gyrate transverse to the field in circles of radius
V,/0, where Vi is the particle speed transverse to B and Q is the gyro
frequency (Q = qB/m, where q is the particle charge and m its mass), while
moving with uniform speed V; along them. The general motion is thus a
helix. If we now add a uniform electric field E, perpendicular to B, then
to this helical motion will be added a particle drift, V, which is
perpendicular to both E and B and given by

V, - ExB/B2 (1)

It is important to observe that this "ExB drift" is quite independent of
the mass and charge of the particles, such that the addition of the
transverse electric field is entirely equivalent to a transformation of the
frame of reference. For example, if we take our original system with a
uniform B and no E, and then transform to a frame moving with velogity -V,
transverse to B relative to this system (some arbitrary velocity), -then it
is clear that in the new frame all the particles will drift transverse to
B with the same velocity V. This motion in the new frame is, however,
accompanied by the existence of an electric field in this frame given by
the non-relativistic transformation E = -VpxB. Substitution of this E into
(1) then shows that the transverse drift in this frame is just the "ExB
drift” in the electric field which automatically appears in this frame by
virtue of the frame transformation.

The zeroth-order motion of the particles thus consists of the sum of
a gyratory motion about the field (which gives no net transport), together
with flow along the magnetic field, and a transverse ExB drift given by
(1). 1If we now consider a more general field configuration in which E
remains perpendicular to B, but in which both fields vary in space and time
(but only slowly compared with the gyroradius and gyroperiod of the
particles respectively), then this motion has a very simple and important
property. If we consider a set of particles whose gyrocentres at some
instant of time are all located on one magnetic field line, then at any
other instant of time (earlier or later) their gyrocentres will also be
located on one magnetic field line, as illustrated in Fig. 1. The reader
is referred to elementary plasma physics texts for a formal proof that this
is indeed the case.

This result is of central importance in giving a simple understanding
of the relationship between the motion of the plasma and the behavior of
the electromagnetic field. However, there are two completely equivalent
ways of thinking about it. First, we may focus on the motion of the plasma
and consider the magnetic field lines to be transported along by the flow
"frozen" into the plasma. As the flow twists and bends so the magnetic
field is also twisted and bent (but not with impunity, due to the force
which the field then exerts on the plasma as we will shortly discuss).
This way of thinking about the above result is appropriate when the energy
of the flow dominates the energy of the field in the system, as is the
case, for example, in the solar wind. Alternatively, we may think about
the field lines themselves as moving (with the ExB drift), and carrying the
plasma particles along with them. This way of thinking about the result
is appropriate when the field energy exceeds the flow energy, as is the
case, for example, in the inner dipolar parts of planetary magnetospheres.
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Fig. 1: Sketch showing the motion of charged particles in a non-uniform
magnetic field B in the presence of a perpendicular electric field E. On
the left we show some charged particles whose centers of gyration lie at
some time on one field line. After a certain time they have moved due to
the ExB drift and to motion along the field. The "frozen-in" theorem then
tells us that their gyrocentres still lie on a magnetic field line, as
shown.

An additional point needs to be made about the motion of the
particles along the magnetic field, which under certain circumstances is
not unrestricted. The gyration of the charged particles results in the
formation of a loop of electric current, which is consequently associated
with a magnetic moment given by uy = -(mVlz/ZB)b, where b is the unit vector
along B. In a non-uniform magnetic field there consequently exists a net
force on the particle F = (p.v)B which is directed along the field such as
to repel the particle from regions of high field strength. On moving along
the field into such a region this force will act to reduce and reverse the
field-aligned motion of the particle, causing it to "mirror" and move out
of the region of high field strength. The overall motion along the field
is governed by the constancy of the total particle speed and the particle
magnetic moment (i.e., V,2/B, the “"first®” adiabatic invariant).
Consequently, in a magnetospheric dipolar magnetic field geometry the
particles will "bounce" rapidly along the field lines between mirror points
in the northern and southern hemispheres, moving back and forth across the
field strength minimum at the dipole equator. This oscillatory behavior
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is the motion which lies behiad th~ formation of trapped particle
"radiation belts" in dipolar planetary magnetospheres.

Finally, we should point out that the three-component motion
discussed above represents only a zeroth order approximation which is
strictly valid only for plasma particles of low energy. In a weakly
inhomogeneous and time-dependent field, particles of finite energy will
also experience drifts transverse to B which are proportional to the energy
of the particle and to the non-uriformity and time-dependence of the field,
and whose sense also depends on the sign of the charge (these are the "grad
B", "curvature", and "polarization” drifts etc.). These drifts (together
with the magnetization of the plasma) are responsible for the .urrents
transverse to B which are carried by the plasma in such a field. As a
result of these drifts, however, the frozen-in transport of the field and
the plasma represents only a zeroth-order approximation for a plasma of
finite temperature. Any initial collection of particles threaded by a
given field line will gradually spread apart across the field, ions and
electrons in opposite direcctions. The rate of this spreading depends upon
the degree of inhomogeneity and time-dependence in the field relative to
the particle gyroradius and gyroperiod. In the limit that the field scale
lengths or times approach the latter values then the above picture of
particle motion breaks down, and with it the concept of "frozen~-in fields".
In the following sections we will therefore need to remember that while the
"frozen-in" concept is valid in fields with large spatial scales and long
time scales, it is suspect in structures with small scale lengths or short
time scales.

1.2.2. The Force of the Field on the Plasma. The force exerted by the
electromagnetic field on an individual charged particle is given by the sum
of the electric force qE and the magnetic force qVxB. However, when these
forces are summed over some finite volume of plasma, the electric force
sums to zero since the plasma as a whole will be charge neutral, while the
total magnetic force per unit volume sums to jxB, where j is the electric
current density in the plasma. This force can also be written wholly in
terms of the magnetic field B, since j = curl B/uy (neglecting the
displacement current in the Ampere-Maxwell equation). Use of a vector
identity then en:bles us to write the magnetic force per unit volume as the
sum of two terms as follows

jxB = (B . 9)B/ug — v(B%/2up) . (2)

The first term represents the effect of the tension in the magnetic field
and produces a force on the plasma like that which would be exerted by bent
rubber bands. The plasma motion under the action of this term is such as
to reduce the bending of the field. The second term is the magnetic
pressure term, and shows that the force per unit area exerted by the field
on the plasma is B2/2u,. The concepts of magnetic tension and magnetic
pressure will be used extensively in the discussion below.
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2. Formation of a Magnetospheric Cavity

In this section we will use the two concepts introduced above to discuss
the formation of a magnetospheric cavity in the solar wind surrounding a
magnetized planet, such as the Earth. This was the first quantitative
problem to be solved in solar-terrestrial physics, by Chapman and Ferraro
working at Imperial College in the early 1930s. However, at that time
these authors did not know that the solar wind is a continuous outflow, nor
did they know about the interplanetary magnetic field, so they considered
what would happen if a front of unmagnetized ionized gas should emerge from
the Sun and interact with the Earth, the latter previously residing in a
vacuum. This is the Chapman-Ferraro problem.

2.1. THE CHAPMAN-FERRARO PROBLEM

The solution of the Chapman-Ferraro problem is simple in principle, and is
illustrated in Fig. 2. If we assume that plas.pas and magnetic fields are
perfectly frozen together as in the above discussion, then by the same
token the Earth's magnetic field will not be able to penetrate the

Solar Wind
“Front"

Fig. 2: Illustration of the behavior of the field and plasma in the
hypothetical "Chapman-Ferraro” problem, in which a "front" of unmagnetized
perfectly conducting plasma expands outwards from the Sun and interacts
with the Earth’s magnetic field. The solid lines show the magnetic field
lines and the dashed lines the plasma streamlines. Initially the plasma
sweeps up the magnetic field and compresses it on the dayside, as shown on
the left of the figure. However, the increasing magnetic pressure
eventually brings the plasma to rest near the dayside equator, while away
from the equator the flow is deflected around the Earth, such that a
magnetospheric cavity is formed when the front is well downstream.
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expanding "front". Consequently, the field will be swept up by the plasma
and compressed on the dayside as shown on the left hand side of the figure.
An electric current will flow in the surface of the plasma (the
"Chapman-Ferraro" current) which will switch off the magnetic field in the
interior of the plasma (though mathematically the solution for the field
is most easily obtained using image dipole techniques). However, the field
compression clearly cannot continue indefinitely since an increasing
pressure will be exerted on the plasma "front", which will eventually bring
the plasma to rest at a stagnation point on the equator on the dayside of
the Earth. Elsewhere the flow will continue, but it will be deflected
around the planet by the magnetic pressure force, as shown on the right
hand side of the figure.

Clearly, when the plasma "front" is well downstream from the Earth,
the magnetic field will be confined to the interior of a cavity surrounding
the planet; this being the planetary magnetosphere. The scale size of the
cavity is determined by the condition for pressure balance at the
stagnation point; the field pressure on the magnetospheric side of the
boundary must balance the dynamic pressure of the solar wind on the cther.
A simple calculation shows that for the Earth the boundary (termed the
magnetopause) should lie at a geocentric distance of about 10 Rg, and this
is indeed where it is observed. Within this simple picture the cavity will
also eventually close on the downstream side at a much greater distance,
due to thc effect of the small but finite thermal pressure of the solar
wind. One final point is that due to the fact that the solar wind flow is
supersonic (with a Mach number typically between 5 and 10), a stand-off
shock will form ahead of the magnetospheric obstacle, across which the flow
will be slowed, compressed and heated. The region of turbulent plasma
which lies downstream from the shock is called the magnetosheath.

2.2. GENERALIZATIONS

The simple picture of an unmagnetized solar wind interacting witli a vacuum
planetary dipole field may readily be extended to include field and plasma
from both sources, as illustrated in Fig. 3. Here we now include an
interplanetary magnetic field which is convected outwards from the Sun,
frozen into the solar wind, and which is compressed in the slowed flows of
the dayside magnetosheath and draped over the magnetospheric cavity. We
also include an interior source of planetary plasma (e.g., from the
planet’'s ionosphere), which in the absence of other effects will corotate
at the planetary rotation period, as enforced by atmospheric drag on the
ions in the lower collisional part of the ionosphere. The key point,
however, is that if we assume that the plasmas and fields are perfectly
"frozen" together, then there will always be a strict division between the
plasmas and fields of solar and planetary origin. In general, space will
be broken up into cells containing the plasma and field from the different
sources, the location of the boundaries between them being determined by
pressure balance, These boundaries will also constitute current sheets,
since the magnetic field will in general change abruptly across them, both
in magnitude and direction.
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Fig. 3: Sketch of the magnetosphere system expected on the basis of the
"frozen-in" flow approximation, in the noon-midnight meridian plane. The
arroved solid lines indicate magnetic field lines, the arrowed dashed lines
the plasma streamlines, and the heavy long-dashed lines the principal
boundaries (bow shock and magnetopause). The magnetopause represents o
perfect boundary between planetary field and plasma (originating from the
planetary ionosphere), and the solar wind and interplanetary magnetic
field. Inside the magnetospheric cavity the plasma circulates with the
planetary rotation period. Outside, a bow shock lies upstream of the
magnetopause, across which the plasma is slowed, compressed and heated.
The turbulent plasma from the shock is termed the magnetosheath downstream
[Ref. 1].

3. Reconnection and the "Open" Magnetosphere

The picture derived above does give an appropriate initial view of the way
in which magnetospheres are formed in the solar wind around magnetized
planets. However, it is by no means the full story. We derived this
picture on the basis of the perfect freezing together of field and plasma,
and we pointed out in Section 1 that this would be valid provided that the
scale length of the field is large (compared with the typical particle
gyroradii). However, application of this approximation to the solar
wind-planetary field problem has automatically produced a system which
includes a small scale length, namely the magnetopause current sheet which




154 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

separates the two regimes. While the frozen-in approximation will therefore
be appropriate over very nearly the whole volume of the magnetosphere and
its solar wind environs, it is liable to break down in one crucial region;
namely, the magnetosphere-magnetosheath interface where the primary
coupling between the planetary and solar plasmas takes place. This turns
out to have consequences which are crucial to the physics of the Earth’s
magnetosphere, as we will now go on to discuss.

3.1. MAGNETIC RECONNECTION

When there exits a large magnetic shear across the magnetopause current
sheet (i.e., when the magnetosheath field differs substantially in
direction from the northward-pointing field on the terrestrial side of the
boundary), breakdown of frozen-in flow leads to the effects shown in
Fig. 4. The magnetic fields on either side of the boundary may diffuse
relative to the plasma into the current sheet from either side, thus
forming an x-type magnetic field geometry leading to the production of
magnetic field lines which connect across the boundary between the two
Plasma regimes. This process is called magnetic reconnection, since we may
picture the initial field lines as having been broken and "re-connected"
across the boundary. The magnetic tension effect will then cause the
current sheet plasma and the reconnected field lines to contract along the
current sheet away from the site of reconnection, as illustrated in the
figure, thus allowing further field lines from the initial populations to
diffuse into the sheet and become reconnected.

The theory of magnetic reconnection was pioneered by Dungey in the
early 1950s, and applied by him to the solar wind-magnetosphere coupling
problem in the early 1960s. The initial effect of this process is to form
"open" magnetospheric field lines which thread across the magnetopause
boundary, and which are connected into the solar wind at one end and to the
Earth's polar regions at the other. The consequences of this are
three-fold. First, and most important, the existence of these open tubes
allows an efficient transfer of solar wind momentum into the magnetosphere
as these open field lines are transported downstream by the solar wind
flow. Second, the open tubes also form a direct magnetic pathway for the
transfer of plasma particles across the boundary between the magnetosphere
and the solar wind. Third, as the reconnected field lines contract along
the boundary away from the site of reconnection, the plasma on these tubes
is accelerated and heated. In the sections below, we will discuss each of
these three key effects, starting in the next section with the convective
flow which is generated inside the magnetosphere.

3.2. CONVECTIVE FLOW IN DUNGEY'S "OPEN" MAGNETOSPHERE

The geometry of the magnetic field and the associated flow of the
plasma which occurs in a steady-state version of the "open" magnetosphere
is shown in Fig. 5. Here magnetic reconnection at the dayside magnetopause
produces open field lines connected to the Earth’s polar regions which are
carried antisunwards by the solar wind flow, and stretched out on the
nightside into a long magnetic tail. As they are carried antisunwards, the
near-Earth portions of these open tubes sink towards the center of the
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Fig. 4: Sketch showing the effect of magnetic reconnection at the
magnetopause current sheet (hatched region), where the current density j
points out of the plane of the diagram (circled dots). The arrowed solid
lines show the magnetic field lines, while the large arrows show the
direction of plasma motion. Field lines diffuse into the current layer
from both sides and reconnect, producing "open" field lines which thread
through the boundary from the magnetosheath to the magnetosphere. The
magnetic tension of the field lines results in rapid field and plasma flow
along the current sheet away from the site of reconnection [Ref. 1].

tail, and then reconnect again at a x-type field configuration on the
nightside. 1In the region tailward of the tail-reconnection region the
"disconnected" flux tubes flow back out into the solar wind, while
Earthward of the reconnection region the newly closed field lines flow back
towards the dayside magnetopause, where the cycle repeats. The
reconnection process thus results in a large-scale cyclical flow being
driven in the magnetosphere, with open tubes moving antisunwards over the
Earth’s poles, and closed tubes moving sunwards again through the central
magnetosphere. Overall the flow cycle time is 6-12 hours, of which a given
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Fig. 5: Sketch of Dungey’'s "open" magnetosphere in the noon-midnight
meridian plane, where arrowed solid lines indicate magnetic field lines,
arrowed short-dashed lines the principal plasma flows, and the long-dashed
heavy line the magnetopause. The circled dots marked E indicate the
electric field associated with the flow, pointing out of the plane of the
diagram [Ref. 1].

field line is open and being stretched out downtail for 2-4 hours, and
closed and flowing back to the dayside for 4-8 hours. The former interval
allows us to make a simple estimate of the length of the magnetic tail, as
the product of the solar wind speed times the time for which a field line
remains open. This estimate gives a valye of around 1000 Rg, as originally
obtained by Dungey, much greater than the distance to the dayside
magnetopause (about 10 Rg). However, a "tail" of distended disconnected
flux tubes will persist to much greater distances.

Four additional points are in order. The first is that not all of
the flux tubes in the magnetosphere take part in the solar wind-driven
convection cycle. Specifically, a "core" of flux tubes extending in the
equatorial plane typically to about &4 R; instead approximately corotate
with the Earth. The flux tubes taking part in the convection cycle flow
around outside this central "core" from the nightside to the dayside. The
central region therefore has different plasma characteristics to the
remainder of the magnetosphere (it corresponds to the plasmasphere, as will
be discussed later), and has to be treated separately. It may be noted
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that while this corotation region corresponds only to a small volume of the
magnetosphere, it actually corresponds to a majority of the Earth's
surface, up to a magnetic latitude of about 60°.

The second point is that the solar wind-driven flow system is not
steady, but varies on few-minutes to few-tens-of-minutes time scales. The
flow is excited whenever closed magnetic flux is reconnected at the dayside
magnetopause and *ransferred to the tail, and correspondingly when open
flux in the tail is reconnected and transferred back to the dayside; these
two processes acting only in a loosely coupled fashion. The first of these
processes, the dayside reconnection rate, depends principally on the
direction of the interplanetary magnetic field (IMF). When the IMF points
to the south, opposite to the direction of the Earth’s equatorial field (as
shown in Fig. 4), equatorial reconnection is rapid and drives a large flow.
However, when the IMF points north, equatorial reconnection at the dayside
magnetopause is weak or absent, and the flow driven from this source decays
to small values. The flow within the system thus depends significantly on
the north-south component of the IMF. Flow is also driven by nightside
reconnection, and this is also variable, occurring in bursts lasting a few
tens of minutes corresponding to intervals of geomagnetic and auroral
disturbance (substorms), as will be discussed further below. However, the
precise conditions under which rapid tail reconnection is triggered remains
the subject of study and debate.

The third point is to remind the reader that the magnetospheric flows
are also associated with a magnetospheric system of electric fields, given
by E = -VxB. In the noon-midnight meridian cross-section shown in Fig. 5
this electric field points everywhere out of the plane of the diagram as
shown, though of course it is not everywhere of equal strength (the
steady-state magnetic field lines are electric equipotentials, so the
steady~-state electric field is stronger near the Earth where the field
lines converge). In the outer magnetosphere the electric field is
typically a few tenths of a mV m™!, corresponding to a cross-magnetosphere
voltage of several tens of kV. The magnetospheric voltage also relates
directly to the rate of transfer of magnetic flux from the dayside to the
tail and back again. From Faraday’'s law a cross-magnetosphere e.m.f. of
1 volt is equivalent to a flux transfer rate to 1 Wb s!.

The fourth point is that solar wind momentum may also be communicated
to the magnetosphere by processes other than reconnection, thus also
exciting large-scale cyclical flow. In particular, solar wind particles
flowing adjacent to the magnetopause may be scattered across the boundary,
e.g. by plasma waves, carrying their antisunward-directed momentum with
them, thereby setting closed magnetospheric flux tubes into motion towards
the tail. Eventually these flux tubes must flow back towards the dayside
again through the central magnetosphere, thus completing the flow cycle.
It is important to emphasize that such a cycle of closed flux tube flow can
co-exist with similar flows excited by reconnection on a continuous basis;
they are by no means mutually exclusive. The main question then concerns
the relative importance of these flows as quantified by the flux transfer
rates involved, or equivalently by their contributions to the
cross-magnetosphere voltage. Observations in the magnetosphere and
jonosphere have shown that the voltage associated with the "viscous"”
process is typically about 10 kV, while that associated with reconnection
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is variable between essentially zero and 200 kV (with typical values
between 50 and 100 kV), depending upon the direction of the IMF and the
state of magnetospheric disturbance. Thus "viscosity"™ may play a
significant role during quiet periods and when the IMF points north, but
in general reconnection plays the dominant role. It is for this reason
that we focus mainly on the reconnection cycle in this exposition.

3.3. ENERGY EXCHANGES BETWEEN FIELD AND PLASMA

The structure and properties of magnetospheric plasmas depends upon three
main factors. The first is the nature of the plasma sources and sinks.
The second is the nature of the motions which transport the plasma from the
sources to the sinks. The third is the energy exchanges between the plasma
and the field which take place during that transport. In the Earth’'s
magnetosphere the principal plasma sources and sinks are the solar wind and
the ionosphere, and the main transport process is the time-dependent cyclic
convection which we discussed in the last section. In this section we now
address the third major issue concerning plasma-field energy exchanges.

A simple way to approach this problem arises from noting that the
energy input from the field to the plasma per unit volume per unit time is
given simply by (J.E). In a steady state conservation of energy
(Poynting’'s theorem) is then expressed as

divs+j.E=0, (3)

where § = ExB/u, is Poynting’s vector which describes the energy flux
(energy per area per time) in the electromagnetic field. Thus where j.E
is positive, the plasma gains energy from the field and such a region is
a sink of § (div S negative), while where j.E is negative the plasma loses
enecgy to the field and such a region is a source of S. Now we pointed out
above in our discussion of Fig. 5 that the electric field points everywhere
out of the plane of that diagram (from dawn to dusk across the
magnetosphere), so to discuss energy exchanges we need only to consider the
sense of the electric current. This is shown in a similar cross-sectional
view in Fig. 6, where the dashed lines show the Poynting vector flow and
the circled symbols the flow of the current as indicated by curl B.
Circled dots indicate regions of current flow out of the plane of the
diagram, parallel to E, which are consequently regions where energy flows
from the field to the plasma. Conversely, circled crosses indicate regions
of current flow into the plane of the diagram, antiparallel to E, which are
consequently regions where energy flows from the plasma to the field.

It can be seen from Fig. 6 that current flows out of the plane of the
diagram both in the dayside magnetopause (Chapman-Ferraro) current sheet
and in the center plane of the tail, so that plasma is energized in these
regions. These are the current sheets where reconnection is taking place
and where the plasma is consequently being heated and accelerated by the
field tension away from the x-type regions. Examinations of the sense of
the field tension effect on the plasma gives an equivalent alternative way
of discussing its acceleration and energization. However, current flows
into the plane of the diagram over the tail lobe magnetopause, so that this
is a region where the plasma loses energy to the field. The field tension
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Filg. 6: Sketch of the open magnetosphere in the noon-midnight meridian
plane showing the principal field-perpendicular currents and the flow of
electromagnetic energy. The solid lines show magnetic field lines, the
arrowed short-dashed lines the flow of electromagnetic energy (the Poynting
flux S8), and the unlabelled circled symbols the direction of the field-
transverse current flow. The circled dots indicate current flow out of the
plane of the diagram, and the circled crosses current flow in [Ref. 2].

effect opposes the tailward flow of the magnetosheath plasma in this region
as the open tubes are convected downstream. The energy extracted from the
magnetosheath plasma flows into the tail lobes a Poynting flux, and is then
fed into the plasma in the center of the tail. This is the dominantly
important energy exchange process which powers convection-dominated
magnetospheres such as the Earth’s. The acceleration and heating which
takes place at the dayside magnetopause is of secondary significance.
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4. Structure of Magnetospheric Plasma Populations

Having discussed plasma sources, transport and energy exchanges we are now
in a position to go on to look at the structure of the magnetospheric
plasma populations to which these processes give rise. We will approach
this topic by first considering the behavior of individual ions in the flow
before generalizing to the plasma as a whole. We also assume that to a
first approximation the plasma electrons simply follow the ion behavior
such as to maintain charge neutrality.

4.1. SOLAR WIND SOURCE

The shocked solar wind (magnetosheath) plasma adjacent to the magnetopause
consists of protons (and a few percent alpha particles) with energies of
a few 100 eV, together with electrons of energy ~ 100 eV, flowing round the
magnetopause with speeds of a few 100 km s™!. 1In this section we will
consider the plasma populations to which this source gives rise, beginning
with a discussion of the motion of individual ions starting in the
magnetosheath.

4.1.1. Two Proton Trajectories. In Fig. 7a we sketch the trajectories of
two representative solar wind protons which impinge on the magnetopause,
one on the dayside (proton A in the figure), the other further downtail
(proton B). Proton A starts at point 1 on the sketch in the dayside
magnetosheath adjacent to the magnetopause, and convects with the flow into
the magnetopause current sheet. There it will be accelerated by the field
tension effect away from the site of reconnection (assumed to be
near-equatorial) to energies of about 1 keV, and will either be reflected
off the current sheet back out into the magnetosheath, or will be
transmitted across it to subsequently move along the newly opened field
lines down towards the Earth (we assume the latter here for sake of
argument, as shown by point 2 on the trajectory). At point 3 in the sketch
the particle is mirrored in the high field strength region near the Earth
and moves back up the field lines again, but it does not move back to the
dayside magnetopause due to the continual tailward motion of the open flux
tubes during its time of flight to the Earth and back (the ExB drift of the
field lines is indicated by the short arrows in the sketch). Instead the
proton moves back out towards the tail lobe magnetopause. Whether it
reaches it or not depends on the field-aligned speed of the particle
compared with the tailward speed with which the open flux tubes are being
stretched down-tail by the magnetosheath flow. If the field-aligned speed
of the proton is greater than the magnetosheath speed then the particle
will "catch up” with the "end" of the field line at the tail magnetopause,
and will move back out into the magnetosheath. Conversely, if its
field-aligned speed is less than that of the magnetosheath (as assumed here
for sake of argument), then it will remain within the tail and will instead
convect with the field line towards the tail center plane (point 4); the
distance down-tail where the particle reaches the central current sheet is
given simply by (Vp/Vgy) x L;, where Vp is the field-aligned speed of the
fon, Vg the speed of the solar wind (essentially equal to the
magnetosheath speed well downstream from the Earth), and L; the length of
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Fig. 7: (a) Trajectories of two typical magnetosheath ions which impinge
on the Earth’s magnetopause, one at the dayside magnetopause (ion A), the
other at the tail magnetopause (ion B). The short arrows indicate the
direction of the ExB drift. (b) Plasma populations in the outer
magnetosphere of magnetosheath origin. The large arrows indicate the
direction of plasma flow. (c) Plasma populations resulting from particle
acceleration in the tail current sheet.
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the tall estimated above using Dungey'’'s argument (~ 1000 Rg). Thus ions
with smaller down-tail speeds convect into the central current sheet closer
to Earth than those with higher speeds, since the higher the speed, the
further the ions travel down the tail in the time that the field lines
remain open. What then happens to the particle in the central current
sheet depends on the location of the x-type reconnection region in the
tail, and whether the particle reaches the current sheet Earthward of this
region, or tailward of it. Present evidence indicates that in the central
tail and under normal conditions this region lies typically ~ 100 Ry from
Earth, so that only ions with relatively low field-aligned speeds reach the
current sheet Earthward of this location. We thus assume (again for sake
of argument) that our ion reaches the current sheet tailward of the
reconnection region. There it will be accelerated by the tension in the
field away from the Earth, and will move back out into the solar wind along
the "disconnected" field lines at speeds typically between 500 and
1000 km s~ (point 5 on the trajectory).

Proton B starts from a point which has a somewhat greater
magnetospheric "impact parameter" than proton A (point 1) and instead
impinges on the tail lobe magnetopause. We again assume that the ion is
transmitted across the current layer into the magnetosphere, now losing a
small amount of energy in the process (probably only a few tens of eV) due
to the retarding action of the field line tension. We assume that it will
then have a somewhat smaller down-tail speed than proton A, consequently
convecting into the central tail current sheet closer to the Earth than the
latter (point 2). We also assume for sake of argument that it convects
into the region lying Earthward of the tail reconnection region, so that
instead of being accelerated tailward by the field tension and being lost
to the solar wind as before, it is instead accelerated Earthwards by the
field into the region of closed field lines (point 3). Typical
post-acceleration energies are a few keV, corresponding to Earthward flows
along the closed field lines of several hundred km s™!. Subsequently,
however, the particle will mirror near the Earth and return to the current
sheet, but at a point well Earthward of its initial position due to the
Earthward contraction of the closed field lines during the ion’'s time of
flight. There it will be further accelerated (but to a lesser extent than
before), followed by a second mirroring on the opposite side of the current
sheet and a second return to the center plane etc. (point 4). The particle
thus becomes trapped on the closed flux tubes and convects in towards the
Earth bouncing between mirror points. Subsequent accelerations after the
first can be approximately described in terms of conservation of the bounce
("second") adiabatic invariant (the integral along the field between the
mirror points of the field-parallel velocity). The particles may be lost
during transport to the dayside by precipitation into the ionosphere
resulting from wave-particle scattering, or by charge-exchange with the
Earth’'s atomic hydrogen geocorona (of which, more later). If neither
occurs, then the particle will be lost to the magnetosheath once the field
line on which it is moving becomes open as a result of reconnection at the
magnetopause.

4.1.2. Boundary Layers, Dayside Cusp and Mantle. We now generalize our
discussion of the two solar wind ions to consider the related plasma
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populations. In this section we consider the populations of relatively
unprocessed magnetosheath plasma which are observed flowing in the
anti-sunward direction in the outer parts of the magnetosphere. We discuss
separately below the accelerated populations which arise from the current
sheet interaction in the tail center plane.

In Fig. 7b we sketch the three connected populations involved. First
we have the boundary layer of modestly accelerated magnetosheath plasma
which lies on open field lines adjacent to the dayside magnetopause. This
layer has a typical thickness of a few 1000 km, with densities similar to
magnetosheath values (of order 10 cm™3), but somewhat higher temperatures
and bulk speeds. In addition to the layer formed by reconnection, boundary
layers of magnetosheath particles which have entered by other "viscous”
processes are also observed, as mentioned above. These boundary layers
tend to be somewhat broader, have a somewhat lower density, higher
temperature, and a bulk speed which is less than that of the adjacent
magnetosheath plasma. These boundary layer populations flow down the field
lines to the Earth to form the dayside cusp plasma, and while the majority
of the particles mirror and flow out again, a small fraction precipitates
into the dayside ionosphere forming the most important component of the
dayside auroral zone. The particles on open boundary layer flux tubes then
flow up into the outer tail lobe, forming the plasma mantle population
adjacent to the tail magnetopause surface. This population is augmented
by additional entry across the magnetopause surface into the tail lobe.
In the near-Earth tail this "mantle" layer is typically a few Rg thick,
compared with a total tail radius of about 20 Rg, but increases in width
further away from the Earth due to convection of the lobe field lines
towards the tail center plane. Since ions with the smallest down-tail
speed arrive at the center plane closest to Earth, a velocity gradient
exists across the mantle, with the slowest (field-aligned) particles being
found in its inner regions, and with the velocity (and density) increasing
towards magnetosheath values as the magnetopause is approached.

4.1.3. Plasma Sheet and Ring Current. We now consider what happens when
the lobe plasma convects into the tail center plane and is accelerated.
Although we are considering the solar wind source explicitly here, we note
that similar arguments also apply to any ionospheric plasma which flows
into the current sheet on the nightside, as we will discuss further below.
Ions from either source will be accelerated in the current sheet away from
the reconnection region to speeds of 500 to 1000 km s™!, corresponding to
energies of several keV (it is found that the electrons are accelerated in
this region from a few tens of eV in the lobe to a few hundred eV in the
central region, probably by a wave-particle process). As indicated in Fig.
7c this accelerated plasma is termed the plasma sheet, irrespective of the
side of the recomnection region on which it is located. Tailward of the
reconnection region the plasma sheet forms a jet several thousand km wide
in which the plasma and field lines flow unrestrained back intec the solar
wind. A similar jet of Earthward-flowing plasma also forms Earthward of
the reconnection region, but is terminated in the near-Earth region of
closed field lines by the return flux of particles mirrored from the Earth.
In this near-Earth region the Earthward jet is then confined to the outer
surface layer of the plasma sheet (called the plasma sheet boundary layer),
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while in the central plasma sheet, where mirrored particles are present,
the plasma is observed to have become thermalized.

In the action of their being accelerated in the tail current sheet,
the plasma sheet particles automatically produce just the correct electric
current which is required to flow between the two lobes of the magnetic
tail (note that an acceleration requires a cross-system displacement of the
ions in the direction of the electric field, and of the electrons in the
opposite direction, such as will produce a current in the appropriate
direction). In the magnetotail proper this current closes around the lobe
magnetopause to produce an overall current flow which has the shape of the
greek letter "theta" when viewed along the tail axis. However, as the
plasma sheet plasma convects with the field lines towards and around the
Earth in the quasi-dipolar region of the magnetosphere, and onwards to the
dayside magnetopause, it continues to carry a current due to the grad B and
curvature drifts of the particles, which now closes westward around the
Earth. The hot plasma in the quasi-dipolar region is consequently termed
the ring current, and the energy of the plasma which it contains can be
monitored by measurement of the magnetic perturbation produced on the
ground. Of course, in a steady state this plasma cannot enter the
"corotating core" in the inner magnetosphere, as indicted in Fig. 7c.
Finally, this figure also shows that the ring current plasma which does not
precipitate into the atmosphere during the flow from the tail to the
dayside eventually is lost across the boundary, forming a layer of
energetic particles outside the magnetopause which flows downstream with
the magnetosheath. The particles which do move into the atmosphere,
together with those from the dayside cusp, form an annular band of
precipitation circling each pole which corresponds to the auroral zone.

4,2. TIONOSPHERIC SOURCE

Initially we expect the ionosphere to form a low-energy source of light
ions for the magnetosphere, consisting mainly of protons flowing out with
speeds of a few tens of km s™! (corresponding to an energy of a few eV).
This picture mey generally be appropriate both at low latitudes in the
corotating region, and at high latitudes in the polar cap. However, in the
auroral zone in between additional processes occur to complicate the
picture. First, ionospheric ions are heated transverse to the magnetic
field by ion cyclotron waves in the topside ionosphere, producing "pancake"
distributions in velocity space. The mirror effect acting on these ions
then accelerates them out of the ionosphere where their distribution folds
along the field to produce velocity space “conics" above the acceleration
region. This process accelerates not only protons but also heavier ions,
principally singly charged oxygen, with smaller amounts of singly-charged
helium and sometimes singly charged nitrogen and nitric oxide, etc. The
energy of these particles is typically of order 10 to 100 eV, corresponding
to protons with speeds around 100 km s™! and oxygen ions with speeds of a
few tens of km s™!. The dayside cusp ionosphere has been found to be a
particularly intense source of these ions (fluxes around 10° cm™! s7!), such
that this region has been termed the "cusp ion fountain" (typical fluxes
at lonospheric heights are about a factor of ten less). Second, it has
been found that upward-flowing beams of field-aligned ionospheric ions
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(protons and oxygen) are formed above discrete auroral regions, possibly
by the action of field-aligned electric fields. The ion energies in this
case are somewhat higher, of order a few keV, corresponding to protons with
speeds of several hundred km s™! and oxygen with speeds of ~ 100 km s™'.
Broadly speaking, therefore, in the region of open field lines the
ionosphere represents a source of protons (the "polar wind") and 0° ions
(mainly from the cusp ion fountain) which flow out at speeds of a few tens
of km s™}. The auroral zone on closed field lines at lower latitudes then
represents a spatially structured source of protons and 0' over a range of
energies from a few tens of eV to a few keV, corresponding tu outflow
speeds of a few hundred km s™! for protons and several tens of km s™! for
oxygen. In the next section we consider the trajectories of typical ions
in this outflow.

4.2.1. Ionospheric Ion Trajectories. Trajectory A in Fig. 8a shows the
path of a low-speed (few tens of km s™!) ion flowing out of the open field
line region of the ionosphere (corresponding to a "polar wind” proton or
a "cusp ion fountain” 0*). The ion flows out into the open tail lobe, but
due to its low field-aligned speed it does not reach far down the tail in
the time that the field line on which it is moving remains open. Typically
these ions will therefore move into the tail current sheet within a few
tens of Rg of Earth. On reaching the current sheet the ions will be
accelerated by the field tension to speeds of several tens to several
hundreds of km s™! as for solar wind ions, forming a component of the
plasma saeet,

Trajectory B similarly shows the motion of a low-speed ion which
flows out into the quasi-dipolar closed field line region, on the dayside.
This ion will remain of low speed, bouncing slowly between mirror points,
as it convects with the field lines towards the dayside magnetopause
current sheet. When the field line reconnects the behavior of the ion
depends on which portion of the field line the particle is located at that
time. If the particle is located on the portion of the field line lying
between the Earth and that adjacent tu the magnetopause it will remain of
low energy and flow outward into the tail lobe, subsequently behaving like
trajectory A. If, however, it is located in that portion of the field line
lying adjacent to the magnetopause, as shown, then it will be accelerated
in the current sheet to speeds of a few hundred km s™! (about 1 keV for
protons, 10 keV for 0*), subsequently moving either into the magnetosheath
or, as shown, down the cusp and into the plasma mantle (depending on the
field-aligned ion speed).

Finally, trajectory C shows the motion of a higher-speed (few hundred
km s’!) proton moving out into the closed field line region from the
nightside auroral zone. Such particles are directly injected into the
plasma sheet and subsequently convect back to the Earth with the flow,
being further accelerated as they do so. Eventually these particles are
lost either by precipitation back into the atmosphere, by charge-exchange
with the geocorona, or by outflow at the magnetopause.

4.2.2. Ionospheric Plasma Populations. 1In Figs. 8b and 8c we show the
ionospheric plasma populations to which the above behavior gives rise,
divided, roughly, into low-speed populations (tens of km s’!), and
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Fig. 8: (a) Trajectories of three typical ionospheric ions which flow out
from different regions with different speeds. Ion A is a low-speed ion
(few tens of km s’!) which flows out from the open field line region and
is then accelerated in the tail. Ion B has a similar initial speed, but
flows out of the closed field line region on the dayside and is subse-
quently accelerated in the dayside magnetopause (and tail current sheet
further down the system). Ion C is a high-speed proton (few hundred
km s°1) which flows out from the nightside auroral zone. (b) Populations
of low-speed (few tens of km s-1) ionospheric ions in the magnetosphere.
(c) Populations of high-speed (few hundred km s™!) ionospheric ions in the
magnetosphere and environs, formed by direct injection from the auroral
zone, and by acceleration in the tail and dayside magnetopause current
sheets.
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high-speed populations (hundreds of km s™}) respectively, of both protons
and 0*. The low-speed plasma will generally be found throughout the
near-Earth region, forming field-aligned low-density tailward-flowing
streams in the tail lobes extending to a few tens of Rg, and a low-energy
component in the plasma sheet and ring current. In the figure we assume
for definiteness that the outer limit of these flows lies within the region
of closed plasma sheet field lines, Earthward of the tail reconnection
region. The high-speed component is formed from ions accelerated near the
Earth and directly injected into the plasma sheet and ring current, as well
as from initially low-speed plasma which has been accelerated in the tail
current sheet and dayside magnetopause. As shown in Fig. 8c these ions
will populate the plasma sheet, ring current, boundary layer, dayside cusp
and plasma mantle, as well as escaping into the magnetosheath. Overall,
it is estimated that the relative contributions of the ionosphere and solar
wind to the hot plasma regimes (plasma sheet and ring current) are
approximately equal.

Finally, we consider the central "core" of flux tubes which corotates
with the Earth. Here the ionosphere again forms a source of low energy
(few eV) light ions (mainly protons), and in a steady state this region is
filled to equilibrium levels (hundreds to thousands cm™®) with such cold
plasma. This region is therefore termed the plasmasphere, as indicated in
Fig. 8b. The plasma density falls to much lower values (few cm™®) outside
this region, in the ring current and inner plasma sheet, because of the
heating and loss of plasma which takes place on these flux tubes during the
solar wind-driven convection cycle. Thus as we move across the boundary
(the plasmapause) from the plasmasphere into the ring current, the density
abruptly decreases while the average energy of the plasma abruptly
increases.

4.3. SUMMARY

The overall structure of magnetospheric plasma populations may finally be
appreciated by mentally superposing the various components shown in Fig.
7 and 8. The final picture is complex; plasma from solar wind and
ionospheric sources form spatially structured convecting populations of
protons and oxygen spanning a range of energies from a few eV (in the
plasmasphere) to over 100 keV (in the inner ring current). However, from
the approach adopted above we are able to see that the overall complexity
is built from the superposition of a number of simpler components whose
basic properties can be understood in quite simple terms.

5. Magnetospheric Dynamics

Much of the discussion in the above sections was based on the assumption
that the convective flow driven by the solar wind in the magnetosphere is
of a steady nature, as was necessary for simplicity of argument. In
section 3.2 we already pointed out, however, that this is not the case.
Flow in the magnetosphere is driven firstly by coupling processes at the
magnetopause which transfer flux from the dayside to the tail, and secondly
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by tail processes which result in its return. These two sets of processes
act only in a loosely coupled fashion, and both are time-dependent.

5.1. DAYSIDE RECONNECTION

The rate of dayside reconnection depends principally on the direction of
the interplanetary magnetic field (IMF). The most important component in
this regard is the north-south (z) component, though the east-west (y)
component may also play a weaker role. (Here the x axis points from the
Earth to the Sun, the x-z plane contains the Earth’s magnetic dipole
vector, and y completes the right-handed set.) On average "equatorial"®
reconnection is strong when the IMF is strong and southward-pointing and
weak when it points north, and there is a corresponding modulation of
magnetospheric flows as flux is transferred from the dayside to the tail.
However, even when the IMF is steady the reconnection at the dayside
magnetopause often appears to take place in a series of pulses lasting for
~2 minutes and separated by ~8 minutes. These pulses are known as "flux
transfer events", and they must give rise to corresponding pulses in the
boundary layers, dayside cusp and mantle, as well as in the corresponding
dayside flows. The origin of these reconnection pulses is the subject of
active research at the present time.

Two additional effects associated with the orientation of the IMF
should be mentioned. The first is that when a y-component of the
interplanetary field is present, there is an associated east-west magnetic
tension in the open flux tubes which results in an asymmetric addition of
the open tubes to the tail lobes. For example, when the y-component is
positive, open tubes in the northern hemisphere are pulled towards dawn
while open tubes in the southern hemisphere are pulled towards dusk, and
vice versa when the y-component is negative. There is a corresponding set
of dawn-dusk flow and plasma asymmetries in the dayside cusp, polar cap and
mantle plasma, as well as knock-on effects in the region of closed field
lines.

The second effect is that although equatorial reconnection may cease
when the IMF points north, large magnetic shears will then exist across
tail magnetopause, poleward of the cusp, between the draped northward IMF
and the previously opened flux tubes of the tail lobes. The ensuing
reconnection between these fields does not alter the amount of open flux
in the system, but "stirs" the open flux into circulatory motion by
transfercing flux from one side of the tail lobe to the other.

5.2. NIGHTSIDE RECONNECTION

The processes and conditions which control the rate of nightside
reconnection remains one of the great unknowns in magnetosphere physics.
Nevertheless, the fact that the amount of open flux in the tail generally
varies only between rather narrow limits (between -4 and ~12x10% Wb)
indicates that the nightside reconnection rate must follow that at the
dayside, at least in an average sense.

Let us then consider what happens when the dayside reconnection rate
is augmented following a sustained southward turn of the IMF. New open
flux is created at the dayside and transferred to the tail, but the tail
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reconnection rate clearly cannot respond immediately since the information
that the change has occurred is communicated at a finite speed. For
example, if the tail reconnection region lies at 100 Ry down-tail, the
information about the new open flux will not arrive for at least 30
minutes, this being the time taken by the new open tubes to reach this
location at usual solar wind speeds of ~400 km s™!. During this interval,
therefore, the amount of open flux in the system will grow, and the tail
will expand. The dayside magnetopause is correspondingly "eroded" inwards.
The evidence 1is, however, that before the pre-existing tail
reconnection region can adjust to accommodate to the change in the dayside
reconnection rate, the near-Earth tail becomes unstable with the
consequences shown in Fig. 9. During the above "growth phase" the plasma
sheet is observed to thin near the Earth, and a new x-type reconnection
region forms within it, as shown in the upper sketch in the figure.
Reconnection in this region is sufficiently rapid that after a few minutes
the old plasma sheet becomes disconnected from the Earth, forming a
closed-loop "plasmeid" which travels tailwards out to the magnetosphere
at speeds of ~500 to 1000 km s ! (lower two panels). Continued rapid
near-Earth reconnection over the next -30 minutes then closes some fraction
of the open flux in the lobes, resulting in a reduction in the tail field
and an "injection” of plasma and closed flux into the ring current. In the
nightside ionosphere the region of bright aurora moves poleward (the
"expansion phase") as open flux is closed, with the production of hot
plasma. After about 30 minutes the tail reconnection rate generally
slackens, and the reconnection region moves out into the distant tail so
that initial conditions are restored, this corresponding to the "recovery
phase". Overall, the above sequence of events is termed a "magnetospheric
substorm”, and typically several may occur in the course of one day. A
full-blown "magnetic storm” occurs when a sequence of substorms takes place
(due to interplanetary conditions) with sufficient rapidity and over a
sufficiently long period (several hours) that the magnetosphere is highly
disturbed with the ring current built up to very large energies.

6. Magnetosphere-Ionosphere Coupling

In section 4 we considered one aspect of magnetosphere-ionosphere coupling;
namely, the fact that the ionosphere forms a spatially structured source
of proton and heavy-ion (mainly oxygen) plasma for the magnetosphere, at
energies between 1 eV and ~1 keV. In this section we will examine the
background to these effects, concentrating on the impact which the
magnetosphere has on the ionosphere. This is basically of two kinds. The
first is that the solar wind-driven convection is communicated to the
ionosphere and drives a twin-vortex pattern of flows at high latitudes (in
the auroral zone and polar cap), which is superimposed upon corotation.
This flow is important in transporting ionospheric ionization e.g. between
the dayside and nightside ionospheres. However, the flow is opposed by
ion-neutral collisions in the lower ionosphere, principally at altitudes
between ~100 and 200 km, which leads both to the frictional heating of the
gas and to the excitation of neutral (thermospheric) winds. The
ion-neutral drag is also communicated to the magnetosphere and solar wind
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Fig 9: Diagrams showing the instability which occurs in the geomagnetic
tail during a magnetospheric substorm. A new x-type field region forms in
the near-Earth plasma sheet (upper panel), followed by plasmoid (PM)
formation and down-tail propagation (middle and lower panels). Solid lines
are magnetic field lines, the outer dashed line the magnetopause, and the
hatched region the plasma sheet. Arrows indicate the direction of plasma
flow. "PSBL" indicates the plasma sheet boundary layer containing
energetic ions and electrons, and "PPPS" the "post-plasmoid” plasma sheet.
{From Richardson et al., J. Geophys. Res., 94, 15189-15520, 1989].
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via a large-scale current system. Secondly, as we have already noted, the
structured magnetospheric plasma precipitates into the atmosphere, forming
another source of energy input, causing the atmosphere to glow (i.e.,
producing the aurora), creating ionization, and consequently also modifying
the ionospheric conductivity. The ionization is mainly produced in the
lower ionosphere by precipitating electrons with energies between a few
hundred eV and a few keV, at the expense of about 30 eV of energy per
ion-electron pair produced. In this section we will discuss these effects
in more detail, starting, however, with a brief discussion of the structure
of the Earth’'s atmosphere and quiet-time ionosphere.

6.1. EARTH'S ATMOSPHERE AND IONOSPHERE

In Fig. 10 we show typical altitude profiles of the density of the
principal constituents of the neutral atmosphere and of the ionosphere, as
well as the variation of the temperatures of these constituents, from the
Earth’s surface up to 1000 km. At the Earth’'s surface the atmosphere is
composed of ~78% molecular nitrogen (N;), ~21%2 molecular oxygen (O,),
together with ~1X of other gases such as the inert noble gases, water
vapor, etc. The temperature at the surface is ~300 K. As we move upwards
through the atmosphere the temperature lies between ~200 and -300 K, the
variations of which delineate the several regions of the lower, middle, and
upper atmosphere (the troposphere between 0 and 15 km (10 km near the
poles) which is heated from the ground and where the temperature falls with
height, the stratosphere between 15 and 50 km where the temperature rises
due to the absorption of solar near-UV radiation, the mesosphere from 50
to 85 km where the temperature again falls, and the thermosphere above 85
km where the temperature again rises). For our purposes, however, we can
regard the atmospheric temperature as being roughly constant with height
up to ~100 km. It is also found that the atmospheric composition remains
essentially unchanged up to an altitude of ~100 km, while the density
decreases as exp (-z/H) due to gravity. In this expression H = kT/mg is
the scale height, equal approximately to 10 km, such that the atmospheric
density falls by a factor of 10 with every ~20 km” of height (k is
Bolzmann's constant, T the temperature (300 K), m the méan molecular mass
(29 amu), and g the acceleration due to gravity).

Above 100 km, however, three related changes take place which are all
due to the action and absorption of solar far-UV and X radiation. First
the temperature rises from a minimum of ~190 K at the top of the mesosphere
at 85 km (the mesopause), to -1000 K at an altitude of ~300 km, above which
the neutral air temperature remains approximately constant. The important
further consequence is that such a temperature profile strongly stabilizes
the turbulent motions which act to mix the gases, which keep the
composition constant at lower altitudes. Above ~100 km mixing becomes
unimportant and instead the density of each atmospheric constituent
decreases as exp (-mgz/kT) according to its own specific mass m. As a
consequence the lighter constituents come to dominate the atmosphere at
sufficient altitudes. An additional factor in this transition from mixing
to gravitational separation (i.e., from homosphere to heterosphere) comes
from the decreasing density and consequent decreasing collision rate of the
gas particles with height. As a result, the gas particles will separate
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Fig. 10: Typical altitude profiles between 0 and 1000 km of (a) the number
density of principal neutral constituents; (b) the number density of
principal ionic constituents (note the change of density scale relative to
(a)); (c) the temperature of the neutral atmosphere (T,), ions (T;), and
electrons (T,).

under gravity with increasing rapidity at increasingly high altitudes, thus
requiring increasing levels of turbulence if the constituents are to remain
mixed. Instead, the turbulence is suppressed by the temperature gradient
in the thermosphere, so that gravitational separation takes place above
this region.

The second major effect above ~100 km is that the atmospheric
molecular species 0, and N, are photodissociated into atoms. However,
atomic nitrogen is rapidly returned to molecular form by reactions with 0O,
which in turn produce more atomic oxygen (0). The main effect, therefore,
is to convert oxygen from molecular to atomic form (n[0] exceeds n[0,]
above ~120 km), while nitrogen remains predominantly molecular. Since the
mass of O is 16 while that of N, is 28, gravitational separation then
results in the atmosphere becoming dominated by O at altitudes above about
200 km. Eventually the lightest species of all, helium and then hydrogen
come to dominate at the highest altitudes, above ~1000 km. Thus it is that
while the atmosphere is almost wholly composed of nitrogen and oxygen at
the surface, it is instead dominated by atomic hydrogen at the highest
altitudes (the hydrogen originates from the photo-dissociation of water
vapor and methane lower in the atmosphere). Further, above about 500 km
the particle mean free paths become comparable with and exceed the
atmospheric scale height, such that above this altitude collisions become
unimportant. Instead, the neutral atmospheric particles in this region
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move on ballistic trajectories in the gravitational field, either escaping
from the Earth or eventually falling back, depending upon their velocity
(this collision-free region is termed the exosphere). In fact this atomic
hydrogen atmosphere (or "geocorona") extends with appreciable densities to
many Rg from Earth, throughout the near-Earth magnetosphere.

The third consequence of X-ray absorption in the upper atmosphere is
the most important for our purposes, that is that the neutral atmosphere
becomes partially ionized, forming the ionosphere. Three principal regions
are identified whose ionic species basically reflect the underlying changes
in the neutral atmosphere described above. The D region is located at
altitudes between 60 and 90 km with ion densities which are too low to show
on our diagram (~10° cm™® by day and ~10 cm™® at night). It is
characterized by the presence of complex photochemical reactions, NO*,
water cluster ions, and the presence of negative ions rather than
electrons. The E region lies between 90 and 150 km where molecular ions
predominate, principally 0, and NO*. Above this in the F-region (150 to
a few hundred km) 0* dominates, with a peak in the density at altitudes
between ~250 and, ~300 km. Finally at the highest altitudes, above ~1000
km, protons become the dominant ion species (this region is sometimes
referred to as the protonosphere). Thus, as pointed out in section 4, the
initial expectation is that the ionosphere should form a source of low
temperature (~1 eV) hydrogen plasma for the magnetosphere. However, as we
also pointed out, acceleration processes in the auroral zone result in the
outflow of protons and O' with higher energies. 1t can also be seen by
comparing neutral and ion densities in Fig. 10 that the ionosphere is a
weakly ionized plasma. In fact the number density of the neu:ral hydrogen
geocorona exceeds that of the magnetospheric plasma out to distances of
around 10 Rg, thus encompassing most of the near-Earth magnetosphere.

Finally we should note that the above represents only a simplified
initial picture of the ionosphere. In reality the ionosphere also depends
on time of day (as does the solar irradiance - the profile shown in the
figure is for the dayside, densities decrease by a factor ~10 at night),
on the solar cycle (since the solar irradiance at relevant wavelengths is
greater at solar maximum than at solar minimum — the profile shown is for
solar minimum, densities increase by a factor ~10 at solar maximum), and
on latitude, in particular due to the high-latitude convection and
precipitation effects which we mentioned briefly above, and which we will
now go on to discuss in more detail.

6.2. TIONOSPHERIC CONVECTION, PRECIPITATION AND CURRENTS

6.2.1. Ionospheric Convection. In Fig. lla we show a view of the
high-latitude ionosphere looking down upon the north pole, with noon (12
MLT) at the top, dusk (18 MLT) to the left, midnight (24 MLT) at the bottom
and dawn (06 MLT) to the right. The dashed line in this figure is the
boundary of open field lines, with closed field lines lying at lower
latitudes (see Fig. 5). The solid lines with arrows then indicate the ExB
flows of the ionospheric plasma (corotation subtracted), which to a first
approximation consists of an antisunward flow in the region of open field
lines and a return sunward flow on closed field lines at lower latitudes,
thus forming a twin-vortical convection cycle consistent with the
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Fig. 11: View looking down on the northern high-latitude ionosphere
showing the plasma ExB drift paths (arrowed solid lines) and (a) the main
magnetospheric plasma precipitation zones, (b) the main ionospheric current

systems. The interior heavy dashed circle in each sketch shows the
boundary between open field lines at high latitudes and closed field lines
at lower latitudes. In (b) the arrowed short-dashed lines show the

ionospheric Pedersen current flow along E, while the circled dots and
crosses show the upward and downward-directed closure field-aligned
currents respectively. The ionospheric Hall current flows in the direction
opposite to the ExB drift paths [Ref. 1].
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discussion in section 3.2. However, it will be noted that the boundary
between sunward and antisunward flows near dawn and dusk does not quite
coincide with the boundary of open and closed flux. This is a consequence
of the "viscous" coupling near the boundary, mentioned above, which results
in closed field lines adjacent to the equatorial magnetopause being
convected antisunwards. The inner light dashed line marks the inner (lower
latitude) edge of this boundary layer. The outer light-dashed line marks
the boundary between the region dominated by solar wind-driven convection
(the high-latitude ionosphere) and that dominated by corotation (the
mid-latitude ionosphere) i.e. it corresponds to the plasmapause.

Under usual conditions the boundary of open field lines lies at a
magnetic latitude of ~75° during the day and ~70° at night, while the
plasmapause lies at a latitude of ~-60°. The voltage associated with the
flow (i.e., the voltage across the entire region of antisunward flows at
high latitudes) is typically ~50 kV. However, the ionospheric flow varies
as the corresponding magnetospheric flow varies (with the IMF and with the
substorm cycle), and the open/closed rield line boundary also moves in
latitude as the amount of open flux in the system changes (according to the
difference in dayside and nightside reconnection rates). In addition, the
flow pattern also exhibits dawn-dusk asymmetries which are associated with
the y-component of the IMF, while additional circulatory cells may appear
in the open flux region when the IMF is northward due to reconnection
between the IFM and the tail lobe (see section 5.1). Like the flow in the
magnetosphere, :herefore, the ionospheric flow is also a very variable
phenomenon.

6.2.2. Magnetospheric Precipitation. Fig. 1la also shows the
correspondence between the twin-cell flow system and the patterns of
particle precipitation. Four principal regions are identified. First, the
region at lowest latitudes indicated by the vertical hatching maps along
the magnetospheric field lines to the plasmasphere. Consequently there is
little energetic particle precipitation into the ionosphere in this region
under usual conditions. Second, at higher latitudes the dotted area in the
region of sunward flows maps to the ring current and plasma sheet.
Magnetospheric particles precipitate into this region with energies -1 to
100 keV, producing the "diffuse aurora" and augmenting the ionization at
E-region heights, particularly on the nightside. Third, the diagonal
hatching in the region poleward of the flow reversal maps to the
magnetopause boundary layers and dayside cusp where magnetosheath plasma
(few 100 eV) precipitates into the ionosphere. This region, together with
that mapping to the plasma sheet/ring current, forms the circumpolar
"auroral zone". Fourth, the unshaded region at the highest latitudes maps
magnetically to the tail lobe and plasma mantle. Here the precipitation
from the cusp dies out into a weak structureless drizzle of magnetosheath
particles, termed the polar rain. These particles produce little auroral
luminosity, so that the central region of open field lines is optically
dark. This region is often referred to as the "polar cap". We should
point out, however, that this diagram does not indicate the precipitation
which gives rise to the structured curtain-like "discrete” auroral forms
which often stretch for several thousand km around the poleward portion of
the auroral zone. These aurorae are produced by spatially structured
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few-keV electron precipitation, where it is believed that the electrons are
accelerated out of the lower-energy magnetospheric population by
field-aligned electric fields operating at altitudes of a few thousand km.
Further discussion will be given below, after we have considered the
magnetosphere~ionosphere current system.

6.2.3. Physical Origins of Ionospheric Currents. The relative drift
between ions and electrons which gives rise to electric curreats in the
ionosphere are due to the collisions which occur between ions and neutral
atmospheric particles in the E-region, principally between altitudes of
~100 and ~150 km. These currents are therefore intimately associated with
ionosphere-atmosphere frictional drag in a manner which will be elucidated
below. The motion of charged particles in the presence of collisions
depends upon the collision frequency (the reciprocal of the mean free time
between collisions) compared with the gyrofrequency qB/m. When the
collision frequency is small compared with the gyrofrequency (i.e. when the
particle executes many gyrations between collisions), the motion simply
reduces to the ExB drift transverse to E and B which we have discussed
throughout this article. This behavior applies to electrons above an
altitude of ~80 km, so that the electron flow is simply ExB drift
throughout the whole of the important part of the ionosphere (upper D
region, E-region and F-region). This condition also applies to the ions
in the F-region and above, and since the ion number density is equal to the
electron number density throughout, there is no net current in these
regions. Below ~150 km, however, the ion motion is effected by cellisions.
If we imagine an ion starting from rest after suffering a collision, it
will first accelerate in the direction of the electric field associated
with the flow before turning in the magnetic field and starting to ExB
drift. The mean position of the ion in the subsequent motion is therefore
displaced in the direction of E relative to its starting position, and this
happens every time a collision takes place. As a consequence the ions now
have mobility in the direction of the electric field; this corresponds to
the take-up of energy by the ions from the electric field and its
conversion into atmospheric heating via the collisions. There is a
corresponding current flow along E termed the Pedersen or "direct™ current,
given by jp = 0pE, where op is the Pedersen conductivity (remember that the
energy input from the electromagnetic field to the plasma is j.E watts
m3). 1In addition, however, the collisions also disrupt the ExB drift of
the ions, so that the ion mobility in this direction is reduced.
Consequently, since the electrons continue to flow with the full ExB drift
velocity, there will exist a net current in the direction opposite to ExB.
This is termed the Hall current, given by jz = oybxE, where oy is the Hall
conductivity and b is the unit vector along the magnetic field. There is
no dissipation of electromagnetic energy associated with the Hall currents.

The Pedersen conductivity peaks in the E-region at ~130 km where the
ion collision frequency becomes equal to the gyrofrequency. Under this
condition the ions typically only complete part of a gyration between
collisions, so that the mobility along E is very large; the average drift
in this direction peaking at half the ExB drift speed. At that point the
ion drift in the ExB direction is also reduced by a half. However, the
Hall current peaks below this altitude, at about ~110 km, where the ion
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collision frequency is large compared with the gyrofrequency, so that the
ions are collisionallv tied to the neutral atmospheric particles and hardly
drift at all in any direction (in the neutral air rest frame). The Hall
conductivity is reduced below this altitude by the declining ion and
electron number densities in the lower E-region.

For many purposes, however, a detailed knowledge of the altitude
profile of the current is not required, rather it is important to know only
the total current integrated with height through the ionosphere. The
height-integrated current components are then Jp = LE and Jy = LgbxE, where
L; and Iy are the height-integrated Pedersen and Hall conductivities,
respectively. These are variable quartities, depending on the ionization
produced by solar illumination and ele :tron precipitation, but are usually
of order 10 mho. Given typical high-latitude electric fields of ~50 mV m™
associated with flows of order 1 km s™!, we find typical height-integrated
currents of ~0.5 A m™}. Integrating over the total area of the polar cap,
for example, then gives a total current flow of order a few MA. A simple
calculation of the expected magnetic effect on the ground, using Ampere’'s
law, then indicates that the perturbation field should be a few hundred nT,
about 1% of the Earth’s main field at the surface, and easily measurable.
However, as we will indicate below, the majority of the magnetic effect
seen on the ground is due to the Hall currents; the Pedersen currents,
while of a similar magnitude in the ionosphere, produce only a small
magnetic effect on the ground.

6.2.4. Ionospheric Current Circuits. In Fig. 11b we show the overall
pattern of ionospheric currents in a view looking down on the northern
ionosphere, in the same format as Fig lla. The heavy dashed line again
indicates the boundary between open and closed flux tubes and the solid
arrowed lines the ExB drift streamlines. Since the Hall currents flow in
the direction opposite to the ExB drift, the latter solid lines also
indicate the pattern of Hall current flow, in the direction opposite to the
arrows shown. In principle these currents could therefore close wholly in
the ionosophere by flowing round the ExB streamlines. However, this will
only be the case if the ionospheric conductivity is uniform. As pointed
out above, however, the E-region ionization and hence conductivity is
enhanced by electron precipitation in the auroral zone compared with the
polar cap. Consequently, the integrated auroral zone Hall currents will
be larger than those in the polar cap, such that continuity requires
current closure in the magnetosphere via currents flowing along the
magnetic field lines. The field-aligned current (FAC) must be directed out
of the ionosphere in the poleward part of the nightside auroral zone, and
into the ionosphere in the poleward part of the dayside auroral zone (not
indicated in the diagram). During substorms the nightside east-west
auroral zone flows (and the associated north-south electric fields) are
particularly intense, and the conductivities are also augmented by intense
precipitation from the newly-formed hot plasma sheet population in the
tail. The nightside auroral zone Hall current flow is thus particularly
intense under these conditions, forming the eastward and westward
"electrojet” currents in the pre- and post-midnight sectors respectively.
The magnitude of these currents is ~1 MA over a latitudinal strip a few
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degrees wide, leading to characteristic magnetic effects (called "magnetic
bays") on the ground underneath of magnitude several hundred nT.

The arrowed short dashed lines in Fig. 11b then show the electric
field lines associated with the flow, and hence also the pattern of
Pedersen currents. These currents flow from dawn to dusk across the polar
cap, reversing in sense in the auroral zone. Consequently it can be seen
that in principle these currents cannot close in the ionosphere, but
instead must close in the magnetosphere via a system of field-aligned
currents. The Pedersen currents converge on the dusk flow reversal between
the auroral zone and polar cap, where the FAC must consequently flow out
of the ionosphere as indicted by the circled dots in the figure. Similarly
the Pedersen currents diverge away from the flow reversal region on the
dawn side, where FAC must consequently flow into the ionosphere as shown
by the circled crosses. These FAC, located at and equatorward of the
boundary between open and closed field lines, are termed the "Region 1"

currents. Another set of FAC must similarly lie at the equatorward
boundary of the auroral zone as shown, which flow in at dusk and out at
dawn. These currents are called the "Region 2" FAC. Together, the

extended sheets of field-aligned current formed by the Region 1 and Region
2 systems produce magnetic perturbations in the region between them which
are oppositely directed to the plasma flow (i.e., sunward over the polar
cap and antisunward in the auroral zone). The Pedersen currents flowing
in the ionosphere then act simply to "switch off" these magnetic
perturbations in the region under the ionosphere; in the limit of a
uniformly conducting ionosphere the magnetic perturbation field under the
conducting layer is identically zero.

The physics behind the closure of these currents in the magnetosphere
can be thought of in terms of simple circuit theory, in which a generator
(the flowing solar wind or magnetospheric plasma) is connected across a
load (caused by frictional drag in the ionosphere) by currents flowing
along highly conducting wires (the field-aligned currents). The simple
circuit associated with the polar cap currents is shown in Fig. 12a, which
is a view in the dawn-dusk meridian plane looking towards the Sun, so that
the plasma flow is directed out of the plane of ‘ne diagram (circled dots).
The arrowed solid lines show magnetic field lines, while the current
circuit is shown by the arrowed long-dashed line. The Pedersen current
flows from dawn to dusk (left) in the polar cap ionosphere, up the dusk
Region 1 field-aligned current to the magnetopause, from dusk to dawn
(right) in the magnetopause, and back down to the ionosphere in the dawn
Region 1 field-aligned curet. The magnetosheath plasma acts as the
generator (j.E is negative in the magnetcnause), the ionosphere as the load
(J.E is positive in the Pedersen current), and electromagnetic energy flows
from the former region to the latter in the space between them as a
Poynting flux (short-dashed lines marked S§) which is associated with the
electric field of the flow and the magnetic perturbation of the overall
current system. As 1indicated above, the current loop creates a
sunward-directed perturbation field over the polar cap, and this, combined
with a dawn-to-dusk convection E, produces a downward-directed component
of S. This is shown explicitly in Fig 12b, which shows a "side"” view of
the system in the noon-midnight meridian plane. The perturbation field
causes the field lines to tilt over in the space between the magnetopause
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Fig. 12: Sketch of the "Region 1" current system which is associated with
the transmission of solar wind energy and momentum into the ionosphere.
Sketch (a) shows a view looking towards the Sun with the flow in the
magnetosheath and ionosphere pointing out of the plane of the diagram,
while sketch (b) shows a side view looking from dusk to dawn, with the
plasma moving from left to right. In each diagram the solid lines show the
magnetic field lines, the arrowed short-dashed lines the Poynting flux (S),
while in (a) the current system is shown by the arrowed long-dashed line,
and in (b) by the circled symbols [Ref. 2].

and the ionosphere as shown. The Poynting vector S then has a downward
component into the ionosphere, equal in magnitude to the ionospheric Joule
heating rate per unit area Jp.E = LE2. In force terms it is clear that
the field tension acts to slow the magnetosheath and to maintain the
ionospheric flow against frictional atmospheric drag. 1In between, the
field lines tilt over as a result of this drag while being "pulled" by the
magnetosheath flow at the other end.

Another similar, but more complicated, current system is associated
with the closure of the auroral zone Pedersen currents. In this case the
currents close via the Region 1 FAC and the magnetopause on the poleward
side, and the Region 2 FAC and the ring current plasma on the equatorward
side.

6.2.5. Discrete Aurorae. The discrete auroral forms mentioned above are
associated with spatially structured regions of upward-directed FAC, and
are consequently particularly prominent in the dusk flow reversal region
where the Region 1 current flows upward out of the ionosphere. Downward
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currents are readily carried by cold electrons flowing out of the
ionosphere, but cold ionospheric ions can only <carry a small
upward-directed field-aligned current. Consequently, upward field-aligned
current must generally be carried by precipitating hot magnetospheric
electrons, and a substantial voltage (few keV) must generally exist along
the field lines to accomplish this. The downward-accelerated electrons
create the discrete aurora in the E-region, while ionospheric ions are also
accelerated upwards to create a source for the magnetospheric plasma at few
keV energies, as previously mentioned in section 4.2. The field-aligned
voltages can be produced by pefturbing the equipotentials of the electric
field associated with the flow so that they no longer lie parallel to field
lines e.g. by closing off above the ionosphere the equipotentials across
the dusk flow reversal between the auroral zone and polar cap. In this
case part of the magnetosheath voltage falls along the FAC rather than
across the ionosphere, and correspondingly, part of the downward-directed
Poynting flux is absorbed in the region of field-aligned voltages rather
than in the ionospheric Pedersen current layer. The energy is transformed
into the accelerate motions of the auroral electrons and the outflowing
ionospheric ions.
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ABSTRACT. A brief description of primary cosmic radiation, its charge
composition and energy spectra is given followed by an account of secondary
radiation in the atmosphere. Geomagnetic effects, cut-off phenomena,
latitude and east west effects and asymptotic directions of particles are
explained. ll-year solar cycle variation and Forbush decreases are
illustrated with Calgary neutron monitor. Solar flare ground level events
are discussed using the recent series of events. Finally, a very brief
account of theoretical explanations of cosmic ray modulations in the
heliosphere are given.

1. Introduction

Since its discovery by Hess in 1912, cosmic radiation has been a subject
of intense investigation. As a result we know a great deal about its
nature, composition and variations in intensity with time. The name
remains an appropriate one, for its origin cannot be attributed to a single
source or even several sources with certainty. The sun produces particles
of relativistic energles sporadically, but its contribution to cosmic
radiation of galactic origin is not significant. A good part of our
knowledge has come from ground based, balloon and rocket borne instruments
before the sputnik era. The advent of earth satellites and space probes
has enabled us to study the radiation outside the earth's atmosphere — the
primary cosmic rays, especially those of lower energies.

Several aspects of cosmic radiation continues to be studied
vigorously of which the high energy astrophysics perhaps receives the
greatest attention now. The discovery of cosmic x-rays and gamma-rays
during the mid-sixties added a new dimension to the study of origins of
cosmic rays. The discovery of solar wind and interplanetary magnetic field
has contributed much to the understanding of solar modulation of galactic
cosmic rays reaching the earth. The sporadic release of relativistic
particles by the sun has called attention to study the acceleration of
particles to cosmic ray energies and their propagation in the inner solar
heliosphere. Extended voyages of humans to space calls for renewed
investigation of biophysical effects of cosmic radiation. Cosmic rays were
used as a source of energetic particles to study high energy nuclear
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interactions and many elementary particles were first discovered as part
of cosmic radiation in the atmosphere. However this field of study must
now be considered as truly in the realm of accelerators, though particles
of energy much higher than a TeV will be available only in cosmic rays for
the foreseeable future.

In this lecture, I will attempt to give an account of the general
features of cosmic radiation at the earth, its charge composition and
energy spectrum outside the atmosphere, its transformation as it passes
through the atmosphere, the effect of geomagnetic field on cosmic radiation
and variations of its intensity with time. Cosmic ray intensity at the
earth is strongly influenced by solar activity. Solar influence extends
to a large region surrounding the sun. Figure 1 shows a conceptual model
of the heliosphere through which galactic cosmic rays must pass before
reaching the earth. This model draws heavily from our understanding of the
magnetosphere which, to some extent at least, have been subjected to
verification by in-situ measurements.
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Fig. 1: Conceptual model of the heliosphere.

2. Primary Radiation

The radiation arriving at the top of the atmosphere consists mostly of
relativistic protons (85%) and helium nuclei (14%), nuclei of heavier
elements accounting for about 1X. Energy of these nuclei range from a few
tens of MeV to over 10%° eV. Figure 2 gives the energy spectra of protons,
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alpha particles and heavier nuclei. At energies above 10 GeV, the
differential spectra may be expressed as a power law with an exponent of
-2.6. At lower energies the spectra are strongly influenced by solar
modulation and hence both the flux and shape of the spectra are dependent
on the ll-year cycle of solar activity. Examination of the rigidity
spectra of protons and helium nuclei given in Fig. 2 shows significant
differences. Detailed study of these differences can be used to understand
the diffusive transport of galactic cosmic rays in the heliosphere. For
a detailed account of primary cosmic rays [see Ref. 1].
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Fig. 2: Energy spectra of primary Protons, Helium nuclei and nuclei of
heavier elements at solar activity minimum.

The bulk of the cosmic rays reaching the earth is galactic in origin.
At higher energies (>10'* eV) the spectra steepens somewhat with spectral
exponent decreasing from -2.6 to about -3.2. This steepening is attributed
to the leakage of cosmic rays from the galactic plane. At energies >10¢
a significant fraction of the cosmic rays is thought to be of
extra-galactic origin.
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Detailed examination of the charge composition of the primary nuclei
show that heavier nuclei are relatively more abundant in cosmic rays than
in the universe, with the exception of Li, Be, and B which are found to be
about five times more abundant. This is an argument used in favor of
considering explosive stars, supernovae, etc., which are rich in heavy
elements, as the source of cosmic rays. As they wander through the
interstellar space, they undergo nuclear interactions and re-accelerations,
and both nuclear composition and energy spectra undergo changes. Over
abundance of Li, Be, and B results from the interstellar nuclear reactions.
By careful study of the isotropic composition of primary nuclei, it has
been estimated that the radiation arriving at the earth has travelled
through 2-6 g of material. Typical residence time of cosmic ray nuclei in
the galaxy is about 200 million years, which is very short compared to the
age of the galaxy. If the intensity of galactic cosmic radiation remained
about the same as now, it must be generated in the 1i1elatively frequent
occurrences of supernova events.

Relativistic electrons form only a negligible (1X) fraction of cosmic
radiation. Study of this small electron component is very important
because of its negative charge and its charge to mass ratio. The
negligible presence of electrons in galactic cosmic rays must be attributed
to energy loss of electrons in interstellar magnetic fields. Charge
measurements of galactic electrons show that only 10X is positive and hence
only a small fraction of the electron component originates in the
interstellar medium.

High energy photons -- xX-rays and gamma rays -- were the subjects of
considerable attention during the last two decades. They also cannot be
considered as a major component of cosmic rays, for the total energy
received at the earth through them is not significant in comparison with
cosmic ray nuclei. However, they are important for the dnformation that
can be obtained about possible sources .of cosmic rays. They are not
affected by interplanetary or interstellar fields. Point sources and an
approximately isotropic background radiation hus been observed in both
x-rays and gamma-rays.

3. Cosmic Rays in the Atmosphere

As it passes through the atmosphere, primary radiation undergoes numerous
nuclear interactions and what reaches ground leyel is mostly the secondary
radiation and their decay products. Figure 3 illustrates the cascade of
nuclear interactions which takes place in the atmosphere. The number of
primary nuclei surviving decreases exponentially with atmospheric depth.
The mean free path for collision of nucleons is .about 80 g/cm?. The
secondary particles undergo both nuclear interaction and decay. These
competing processes create a multiplication effect initially until the
average energy falls below what is required for multiplication. Thereafter
the intensity of radiation decrease gradually. The. counting rate of a
detector as it goes up in the atmosphere will increase gradually until it
reaches a maximum, then decrease until it becomes a steady value
corresponding to the primary radiation. The intensity maximum is about
15,000 to 20,000 m above sea level.
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Fig. 3: Cascade of nuclear interactions of cosmic rays in the atmosphere.

The secondary radiation deep in the atmosphere consists of three

components (i) nucleons -- both neutrons and protons, (ii) electrons --
both negative and positive, and (iii) muons -- the energetic decay products
of pions and kaons produced in nuclear interactions. For continuous

monitoring purposes, the nucleonic components are detected with neutron
monitors and muon components with ionization chambers or counter
telescopes. Muons can be detected deep underground.

4. Geomagnetic Effects

That the primary cosmic radiation is made of charged particles was first
inferred from the effect of the geomagnetic field on the intensity of
cosmic rays. Two aspects of the geomagnetic effects will be discussed
here. The first one is the cut-off phenomena and the other the deflection
of particles in the magnetosphere as they traverse the geomagnetic field.
The motion of energetic charged particles in a magnetic field is
conveniently described in terms of its rigidity (P = pc/Ze, p = momentum,
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¢ = speed of light in vacuum and Ze = charge), the unit of its measurement
being the volt.

The geomagnetic field, in a first approximation, is that of a tilted,
off-centric dipole. Motion of charged particles in such a field is
complicated. Since the advent of high speed computers, it has become
possible to trace the trajectory of particles in such a field and display
them on video screens. However, much that we know about geomagnetic
effects were first learned from analytical study of the problem by Stormer
and by Vallarta and Lemaitre nearly sixty years ago.

(a) Geomagnetic cut-off

The analytical studies have shown that the earth is accessible only to
particles of rigidity above a minimum, the cut-off rigidity. It depends
on the geomagnetic latitude as well as the direction of arrival of
particles at the point of observation. At a given latitude and direction
of arrival, the hemisphere above can be divided into a region from which
no particle of rigidity below a certain value can come and another region
from which all particles above a certain rigidity is permitted. The former
is called the Stormer cone and the latter the main cone. The region
between the two is the penumbra, in which some particles are allowed and
some not.

The cut-off rigidity in the vertical direction corresponding to the
Stormer cone and the main cone are shown in Fig. 4. At the equator and at
high latitudes the two cones give the same values, but at intermediate
latitudes they differ significantly. The fraction of the particles allowed
in the penumbral regions varies with latitude in a complicated way.

Figure 5 gives lines of equal cut-offs over the globe. The
eccentricity of the geomagnetic field produces a variation of cut-off
rigidity along the equator, it being about 13 GV over South America and
17.5 GV over Indonesia. The effects of geomagnetic anomalies as well as
the consequence of the tilt of the geomagnetic dipole is illustrated in
this diagram. ,

The intensity of radiation arriving at the earth depends on
geomagnetic latitude, it being 'least at the equator and greatest at the
poles. The directional effect is strongest at the equator; the cut-off
rigidity ranging from 10 GV for arrival from the western horizon to 60 GV
from the eastern horizon, the vertical gut-off rigidity being about 15 GV.

Figure 6 illustrates the east-west effect measured with a muon
telescope at the equator for three different zenith angles. The observed
effect is greatest at the largest zenith angle, as is to be expected; but
it is less than expected from the primary spectra (20X versus 83X). This
is a consequence of the generation of secondary radiation in the
atmosphere; the specific yield, i.e., the number of secondary particles
produced by a primary nucleon depends on energy and atmospheric depth. The
product of specific yield and primary spectra is called the response
function of an instrument and it is dependent on the atmospheric depth.

Figure 7 illustrates the latitude effect of the nucleonic component
at sea level for two levels of solar activity. The intensity of the
nucleonic component at the equator is 55-60% of that at high latitude while
the latitude effect is only 8X in muon component. This illustrates the
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Lines of equal vertical cut-offs.

Fig. 5:
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Zenith Angles at the Equator

Counls per Minute

S H N £ S
" Rzimuth Angle

Fig. 6: East-West effect measured at equator for three different zenith
angles.

difference in the response functions of the different instruments. It may
also be noticed that as one appruaches the poles, the intensity does not
increase continuously. This is because the primary radiation must be of
a certain minimum energy to produce secondary particles at sea level. This
minimum is known as the atmospheric cut-off. The atmospheric cut-off of
a neutron monitor is about 1 GV where as that of a muon telescope oriented
vertic."ly is about 0.45 GeV. The atmospheric cut-off of an instrument
depends on its altitude and unlike the geomagnetic cut-off, it is not sharp
and well defined.

(b) Asymptotic directions of approach

The term asymptotic directions is used to indicate the direction in which
a particle is travelling before it comes under the influence of the
geomagnetic field. It depends on the rigidity of the particle, the
geomagnetic coordinates of the point of arrival on “he earth and the
direction of arrival at that point. Particles of very high rigidity
compared to the cut-off rigidity are deflected little, whereas those near
the cut-off rigidity are deflected a great deal.

One consequence of this is that particles of different rigidities
arriving at a particular station originate in different parts of the sky.
The part of the sky from which a station records most of the cosmic
radiation is called the asymptotic cone of acceptance and is dependent on
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Fig. 7: Latitude effect for nucleonic component at two levels of solar
activity.

the response functions of the instrument. The concept of asymptotic cones
is essential to understand the anisotropic features of intensity changes
observed during Forbush decreases and solar flare ground level events.
Figure 8 shows the asymptotic cones of acceptance for typical solar flare
generated radiation.

5. Cosmic Ray Intensity Modulations

Continuous recording of the intensity of secondary radiation, both its
nucleonic and muonic component has been carried out for several decades at
a number of stations and is continuing even today. Much of what we know
about the intensity-time variations of relativistic particles at the earth
has been learned from the records of earth based monitoring instruments.
Several types of intensity variations have been found to occur, of which
only three, viz., the solar cycle variations, Forbush decreases and
solar-flare ground level events, will be described here. At times,
long-llved solar activity centers produce solar flares repeatedly or long
lasting high speed streams and produce a 27-day variation corresponding to
the rotation period of the sun. A small (0.2-0.5%), persistent daily
variation is also seen in cosmic ray intensity. Venkatesan and Badruddin
[Ref. 2] has given a detailed account of cosmic ray modulations.
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solar flare particles.

Figure 9 is a record of iLhe nucleonic intensity records of a neutron
monitor in Calgary from 1964. Such records of neutron monitors at other
stations go back to 1954 and of ionization chambers (muon component) to
1936. This figure illustrates the ll-year variation in cosmic ray
intensity which is out of phase with sunspot activity.

When the intensity records over shorter periods are examined, other
types of variations are also found. Figure 10 is the normalized daily
counting rates of the Calgary neutron monitor for the year 1990. Apart
from gradual changes over many days, the figure also shows shorter term
variations, in particular sharp decreases in intensity lasting a few days,
coinciding, more or less, with geomagnetic storms and also even shorter
lived, sharp increases in intensity following some large solar flares.
Geomagnetic storm-time variations are called Forbush decreases (After Scott
E. Forbush who first observed these world-wide events). Solar flare events
observed with ground based Instruments are called "ground level events”
(GLEs).




194 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

1o 10
105 105
wo 160

o

o

<«

c o5 ¢ '

s [ 1

=4

]

o L n

oy 90 I ’ T i 80

4

N

m

g 85 63

5 |

4
80 1 1 —1 80
76 T 76

705

70
1964 19668 1968 1970 1972 1974 1976 1978 1980 1982 1984 1988 1988 1990 1992
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(a) Solar cycle variations

The variation observed in the intensity of a high latitude neutron monitor
over a solar activity cycle is 15-25%. 1t is typically about half of that
at the equator, showing that the variation is energy or rigidity dependent.
The magnitude and the profile of the variation differs from cycle to cycle;
for example, the duration of high intensity (95X% of maximum) was quite
prolonged (6 years) during the seventies, but during both the sixties and
the eighties, it was much shorter (about 3 years). Solar cycle variations
have been observed with balloons and satellite-borne instruments and
variations in energy spectra of different components measured.

The solar cycle variation clearly is due to the modulation of the
intensity of galactic radiation by solar activity. Since the orientation
of the large scale solar field reverses at the time of high solar activity,
the cycle-to-cycle differences in the 11 year modulation effect may be
related to the orientation of the solar dipole field.

(b) Forbush decreases

Figure 11 shows a large Forbush decrease. Forbush decreases typically show
a sharp reduction of 3-10% over a period of a day or two and gradual,
exponential recovery over a period of 7 to 10 days. There is considerable
variation from event to event both in terms of the magnitude and of the
profile. Figure 12 shows the variation in recovery time of all the Forbush
decreases observed during the last two solar cycles. Some of the large
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Fig. 11: Normalized hourly counting rates of Calgary neutron monitor

during a Forbush decrease.
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Fig. 12: Frequency distribution of recovery times from Forbush decreases.
Risetime given in days.

events have been observed deep underground indicating that even particles
of 100 GeV energy can be affected. During such large events cosmic rays
of a few GeV may be completely removed from near the earth.

Forbush decreases are clearly associated with solar disturbances
which produce travelling interplanetary shock waves; but the mechanisms
which cause the decreases in intensity are not fully understood. The
travelling interplanetary shock waves can act as a barrier and sweep out
galactic cosmic rays producing the sharp decreases in intensity. As the
radiation diffuses back into the volume swept by the travelling
disturbance, the cosmic ray intensity recovers gradually in an exponential
manner. When such decreases are repeated within a few days or weeks, as
it happens when the solar activity reaches its peak, they tend to produce
a cumulative effect which may partially account for the 11 year variation.
Some events are thought to occur as a result of the earth entering magnetic
clouds within which the intensity of cosmic rays is significantly less than
outside. Such events show a very different time profile, an example of
which is shown in Fig. 13.

It has been suggested that the solar cycle variation results from the
cumulative effects of Forbush decreases. Forbush decreases begin near the
sun and propagate outwards. Forbush decreases have been observed by
instruments on deep space probes with appropriate delays to confirm this.
Shock waves expand as they move outwards, and eventually they envelope the
whole inner heliosphere and also pile up at great distance from the earth.




MATHEWS 197

12 3 &4 8 9 7 8 % 10 M 12 13 M I 18 T 10 16 30 2 22 33 24 326 320 27 38 20 30 1\

120 120
110 10
-]
8 1o - 100
[
8 [
i i
S w0 %0
s L
K]
E
S w0 80
70 Station - 70
» = Cglgary ]
0 0
) 2 3 a4 O ¢ 7 8 5 10 M 12 13 1M 18 W0 W 8 1 20 I 217 13 3¢ 3 29 27 28 1 30 1
SEPTEMBER OCTOBER

1977
Fig. 13: Example of a Forbush decrease without an exponential rise.

The hysteresis effect, i.e., the tendency of cosmic ray recovery to lag
behind the solar activity, has been shown as evidence. 1In Fig. 14 the
number of Forbush decreases per year is plotted along with monthly average
counting rates of the neutron monitor in Calgary. It is seen that though
there is a correlation, it is not exact.

It has been pointed out that the orientation of the solar dipole
field plays a significant role in the solar cycle modulation. At the
height of the solar activity cycle the solar field reverses itself. The
tilt of the solar field for the years 1976 to 1986 is also shown plotted
along cosmic ray data. It is seen that there is a good correlation in this
case too. The propagational behavior of galactic cosmic rays is quite
different before and after reversal. For example after the 1970 reversal,
the cosmic ray intensity rose quite rapidly, but after the 1981 reversal
the rate of rise was much less.

6. Solar Flare Ground Level Events (GLE)

The occurrences of solar flares during which energetic particles are
released into interplanetary space is very important from the point of view
o7 t» radiation levels in space. Such events were once thought to be very
ruce occurrence, but it turned out to be a consequence of the threshold
energy for detection by the instruments used. Until 1956 only five such
events were detected over a 20 year period when ionization chambers, with
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Fig. 14: Number of Forbush decreases per year along with monthly counting
rate of Calgary neutron monitor and tilt of solar dipole field.

a threshold energy of 4 GeV, were the main instruments used. Neutron
monitors have a threshold of about 0.5 GeV and they have detected some two
dozen events over the period from 1956 to 1976. Riometers can detect solar
flare particles of energy >10 MeV arriving over the polar cap and have
detected more than 80 events in the same two decades. Satellite-borne
instruments have no such threshold energy for detection and have shown
generation of energetic particles in solar flares to be a fairly common
phenomena, though generation of relativistic particles may be relatively
infrequent.

A very good account of relativistic solar cosmic rays has been given
by [Ref. 3]}. I will only discuss some of the principal features of the
phenomena, before going onto illustrate them with the most recent events.
During the span of a few months in 1989-90 about 10 events were detected.
The current cycle of solar activity seems to have been the most active one
since continuous monitoring with neutron monitors began.

Solar flare ground level events (GLEs) can be described typically as
a rapid (a few minutes to an hour) rise in counting rate of a monitor
within a few minutes of an optical solar flare and then a gradual, usually
exponential, decay to normal levels over a few hours. Particles released
by flares on the invisible side have also been recorded at the earth. When
the sources region and time of injection can be identified unambiguously,
the features of GLEs observed at the earth can be used to understand the
propagation of relativistic particles in the inner heliosphere.
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The propagation of these particles are obviously influenced by the
interplanetary magnetic field and the irregularities in them. Particles
released near the foot of the field line connecting the earth and the sun
arrive at the earth first. Cosmic ray monitors with asymptotic cones
facing this field line see rapid increase and maximum intensity; those
facing the opposite direction observe slow or delayed increase and the
lowest Iintensity. Flare particles released near 60 degrees west of central
meridian have the highest probability of detection at the earth.
Anisotropy, i.e., the differences in the time profiles of intensity
increases observed at different stations, can be used to determine the
pitch angle distribution of solar flare particles and its variations with
time. This can be related to the presence of irregularities or scattering
centers in the interplanetary magnetic field. Widely varying conditions
with scattering mean free paths as low as 0.025 AU to nearly scatter free
propagations have been observed.

Another measurable parameter is the energy or rigidity spectrum and
its variation with time. The rigidity spectrum, if expressed as a power
law, typically has an exponent of -5, which is significantly different from
that of galactic cosmic rays. Once the spectral exponent is determined one
can estimate the integral flux of solar flare particles in space. Typical
values for integral flux of particles of rigidity above 1 GV was 10* per
m? s sr, though for the large flare of 23 February 1956, it was estimated
to be 107 particles per m?-s-sr. Only on few occasions have the particles
with energy greater than 5 GeV been detected.

Figure 15 shows the intensity records of the Calgary neutron monitor
for two months of 1989; the most remarkable feature of which is the number
of GLEs. The largest of these was on 29 September 1989 which showed a
maximum increase of about 405X in Calgary, which is about 1100 meters above
sea level. It was an energetic event in that the increases were observed
at the equator, and it has been estimated that particles of energy up to
25 GeV were produced. The site of the parent solar flare was estimated to
be 15° behind the western limb.

The September 29 event was quite complicated. Figure 16 shows the
records from several Canadian neutron monitors. The increase remained
anisotropic for several hours, and the pitch angle distribution varied
significantly during the time. However at higher rigidities (>6 GV) it
appeared to be a normal event as the records of muon monitors show
(Fig. 17). The records from a set of inclined telescopes in Ottawa showed
that the rigidity spectrum above 6 GV had a power law exponent of -5; but
the records of neutron monitors indicated a value of -2.9. This makes it
difficult to estimate the integral flux of relativistic particles in space

during this event, which could have been between 10* particles per m®-s-sr.
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Fig. 15: Intensity records of Calgary neutron monitor for four months in
1989.

Figure 18 illustrates an unusual feature observed during one of the
recent events. Only the monitors in Calgary, McMurdo and the South pole
observed this sharp, short lived anisotropy. This was so because the pitch
angle distribution was sharp and the asymptotic directions of these
stations were almost at right angles to the spiral field direction. This
was an unusual example of almost scatter-free propagation, controlled by
narrow flux tubes or field lines which have been distorted from the usual
garden hose directions.

7. Cosmic Rays in the Heliosphere

A conceptual model of the heliosphere, the region in which the effect of
solar wind and the frozen-in interplanetary magnetic field influence the
propagation of cosmic rays is affected, was shown in Fig. 1. The first
attempt to explain the intensity variations of cosmic rays as a consequence
of diffusion through the heliosphere was due to [Ref. 4]. According to
this the galactic cosmic rays diffuse inward through the irregularities in
interplanetary magnetic field conveyed outwards by the solar wind. The
strength of irregularities as well as the solar wind speed change with
solar activity, resulting in the quasi-periodic modulation of the intensity
of cosmic rays reaching the earth.
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For the simple case of isotropic diffusion the rate of change of
density of particles is written as:
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where diffusion coefficient is given by K = 1/3Av, A being the collision
mean free path, v the particle velocity, and V the solar wind velocity.
In steady state, the particle density at a distance from the sun is given
by:

R
n(r) _ _3v r
_(_yn = eXP[ T[T(——”'p

where R is the boundary of the heliosphere. The diffusion coefficient has
been estimated using various assumptions about the radial dependence of
mean free path, its dependence on particle rigidity etc., and compared with
those estimated from observation of interplanetary field fluctuations. The
estimated values have been shown to be reasonable.

One consequence of the convection-diffusion is that, even at solar
minimum, the intensity of cosmic rays at the earth is significantly less
than that outside the heliosphere. The residual modulation will depend on
the radius of the heliospheric cavity. Such a boundary has not been
encountered by the deep space probes, even at 60 AU. The radial gradient
observed is only 1-2% per AU.
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A more refined equation which takes into account anisotropic
diffusion, convection and adiabatic deceleration of cosmic rays in
interplanetary space is:

1 3.2 _2p0U)_ 1 9 2 ]
?FP[rUV rKE?] Tl__i.a?(rV).aT(tzTu)

where U(r,T) is the differential number density, a = (T + 2E,)/(T + E,)
with E, the rest mass, T the kinetic energy, K(r,T) is the effective
diffusion coefficient, and V(r) is the solar wind speed. The Differential
intensity is given by J = vU/4x, where v is particle speed. Numerical
solutions of this equation with acceptable values of solar wind speed and
effective diffusion coefficient have shown that many features of primary
nucleon and electron spectra can be well accounted for. For example, the
peak in the energy spectra of nucleons and the positive spectral index
below is well accounted for as the energy loss of galactic cosmic rays due
to adiabatic deceleration. This equation is wvalid only for
quasi-stationary situation and does not explain the dynamic nature of long
and short term modulations. Further they neglect the effect of particle
drift of particles in the large scale interplanetary magnetic field.

More recent theoretical work [Ref. 5] take into account the drift of
particles in the spiral field as well as the orientation of the large scale
field. Numerical solutions of the equations seem to be able to explain
solar cycle modulation including the cycle-to-cycle variations. According
to these, galactic cosmic rays diffuse primarily along the ecliptic plane
encountering the interplanetary disturbances during one half of the 22 year
solar cycle. During the other half of the cycle, they reach the earth
mainly through the polar regions of the heliosphere. This accounts for the
cycle-to-cycle difference in the profile or solar cycle variations. The
orientation of the solar dipole field is a very important factor.

The role of Forbush decreases in producing long term variations is
still not clear. In fact the physical mechanism responsible for Forbush
decreases is not clear. Is it due to scattering by shock waves or due to
adiabatic deceleration? The former will be rigidity dependent whereas the
latter will be energy or velocity dependent. Relative changes in proton
and helium spectra during Forbush decreases may identify this; but such
measurements are yet to be made.
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ABSTRACT. The, knowledge of environment parameters is necessary for the
establishment of design requirements for space vehicles an? relevant
equipments. With the development of planetary and interplanetary missions
it is important to assess the space environment not only in the vicinity
of the earth but also to describe its variation in the interplanetary space
and in the vicinity of the planets. The aim of this paper is to give an
overview of the different components of the space environment for an
interplinetary mission taking into account its possible variations in the
vicinity of the major planets. Emphasis will be made on the description
of the particulate environment. Past and future planetary exploration is
also summarized.

1. Introduction

The exploration of the solar system is an active and growing international
enterprise. Our earth is just one of the many bodies that circle the sun,
and with planetary exploration we have become much more aware of our own
planetary environment. Many space missions are no longer limited to the
vicinity of the earth and are devoted to the study of all the regions of
the solar system. If the sun is the main driving mechanism for the
interplanetary environment, there is however important variations in the
vicinity of the various planets. Of the factors of the environment in
which a spacecraft must operate, vacuum, corpuscular radiation,
weightlessness, ionized gases, is the presence of solid matter which
constitute particulate debris. Their presence attested, for an earth
observer, by the occurrence in the night sky of the zodiacal light or the
phenomenon of meteors,

Assessment of the natural environment in early stages of a space
development program will be valuable in developing a space vehicle with a
minimum operational sensitivity to the environment. Environment data are
necessary for the establishment of design requirements for space vehicles
and associated equipment and for the design of testing facilities on the
ground.
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2. Rationale of Planetary Exploration

Astronomy is one of the oldest established sciences. Modern man has made
and continues to make more and more sophisticated astronomical measurements
from ground based and orbiting observatories. The origin and nature of the
solar system bodies have long been the subjects of human research. More
or less consciously this research has been made through a systematic
approach:

Planetary investigation was firstly based on ground telescopic
observation using more and more sophisticated instruments: visual,
photographic, radar observation techniques using the resources of the
spectrophotometry and polarimetry. This first approach has been very
valuable in many cases, and for instance, the design of the first lunar
probes was based primarily on results from high quality telescopic
observations.

The second step of planetary exploration came with the design of
planetary missions of increasing complexity: Spinning spacecraft were only
used in the beginning, then 3-axis stabilized probes were used, sometimes
coypled with scanning platforms and sometimes sending probes onto the
surface of planetary bodies for close-up investigation.

A complete range of interplanetary probes has been used:

* fly-by: Mariner, Pioneer, Helios
¢ orbiters: Mariner, Pioneer, Voyager, Giotto, Vega, Pioneer Venus,
Venera
* unmanned landers: crash landing (Ranger)
soft landing: unmanned (Surveyor, Luna, Viking),
manned (Apollo Missions)
samples return (Luna, Apollo)

Selection on targets has been also s, stematic, taking into account
the various opportunities (technical and astronomical) and launch windows
(multiple fly-by); the moon, being the closest and the best known celestial
body has received the complete range of spacecrafts and missions.

The most investigated objects have been so far (American and Russian
spacecrafts almost exclusively):

The inner or terrestrial planets:

¢ Mercury: fly-by with Mariner 10 and 11 (1974-1975)

* Venus: fly-by with Mariner 10 and 11, orbiter and lander with
Pioneer (1978-1987), Venera (USSR)

* Mars: orbiters, namely with Mariner 4 and Mariner 9
landers with Viking 1 and 2 (1976-1982)
fly-by with Ph.bos (USSR)

The outer planets and their satellites:

* Jupiter: Pioneer 10 and 11, Voyager 1 and 2 (1979)
* Saturn: Voyager 1 and 2 (1980-1981)

¢ Uranus: Voyager 2 (1986)

* Neptune: Voyager 2
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The comets, fly-by: Giacobinni-Zinner (ICE)

Halley: Giotto (1986 ESA), Vega (USSR),
Sagikate (Japan)

Present and future missions are in progress or planned for:

¢ o o o

Venus: Magellan in orbit since August 1990, extensive radar
mapping

Jupiter and Galilean satellites: Galileo launched in 1990

Jupiter: Galileo fly-by
Cassini fly-by

Saturn: Cassini/Huyghens (1995), orbiter and entry probe on Titan
Mars: balloon mission (USSR), rover (Esa-Nasa)
Moon: orbiter
Asteroids and Comets: CRAF, Cassini, Rosetta

3. Components of the Environment

The Sun

is the main driving mechanism for the interplanetary environment.

Up to a distance of 35 AU (1 AU = 150 million km) the near earth space
environment is only a peculiar case of the interplanetary environment
modified locally by the interaction of the magnetic field and of the
atmosphere. The environment in the vicinity of the planets is in the same
manner modified by the possible occurrence of a planetary magnetic field
or an atmosphere.

There are many various components of the space interplanetary
environment:

Vacuum

Sun and planetary gravitational attraction

Sun electromagnetic radiation: IR, visible, UV (described
elsewhere in this volume)

Charged particles: solar wind, solar cosmic rays, galactic
cosmic rays (described elsewhere in this volume)
Interplanetary magnetic filed

Meteoroids and micrometeoroids, interplanetary dust

Planetary environments:

Gravitational attraction: modification of particulate
environment, surface gravity, gravitational focusing, Roche’'s
limit

Presence of magnetic field: magnetosphere

Presence of atmosphere: ionosphere, modification of solar
radiation

Ring of particles, ejecta, local population

Variation of temperature in the atmosphere

Surface morphology

Optical properties of atmosphere

Polarization
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¢ Albedo
e Spectral reflectance
Chemistry and composition of atmosphere

Mechanisms of degradation of materials exposed to the space
environment are many and various. As far as the solid particulates are
concerned, the main degradation is caused by mechanical failure of the
exposed material under the high dynamical load produced upon impact at very
high velocity. Extent of damage depends primarily on the size of impacting
body: either complete loss of  spacecraft or progressive loss of
performance. Of peculiar concern are long duration or manned missions.

4. Overview of the Solar Systenm
4.1. ORIGIN AND FORMATION

In the current view the process begins, with the collapse of the core of
a dense molecular cloud forming a protostar and a surrounding accretion
disk. The protostar grows by the direct infall of material onto its
surface and by accretion from the inner boundary of disk; the gas and dust
that remains in the disk provides the raw material from which planets may
later form. As the accretion phase ends, 4.5 billion years ago, the dust
in the protoplanetary disk settles to the midplane, coagulates and forms
planetesimals which may ultimately accumulates into planets. Finally, only
planets, satellites, asteroids and comets are left, although the occasional
collisions of these larger bodies produced disks of planetary debris and
left prominent impact features on most planets.

4.2. DESCRIPTION OF MAIN BODIES

Our solar system consists not only of the Sun and nine planets (and their
own satellites) but also of thousands of small bodies which occasionally
become more spectacular than the brightest planet: brilliant comets,
asteroids wandering in the vicinity of earth orbit, meteor flashing across
the sky, meteorites striking the earth. All these objects, whose size
spans from several hundred km in diameter for the largest asteroids or
planetary satellites to sub-micron particles are mainly leftovers from the
formation of the solar system.

Detailed description of the main planetary objects is out of the
scope of this paper, for reference the main properties of the planets are
summarized on Table 1. Some data of interest for a planetary mission will
be given however below:

* The Moon has no atmosphere and no magnetic field: no major
modification of the interplanetary environment is expected in its
vicinity. The surface morphology is characterized by the
occurrence of impact craters of every size, nature of the soil
surface is regolithic (special surface created by the continual
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Table 1: Planetary data [Ref. 12].
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Sun 1,391,400 1.987(33) 1.4 - 254 725 - - - -
Mercury 4864 330260 55 010 586 <7° 0.2408 yr  0.387 7.0 0.206
Venus 12,100 487270 5.2 0586 243R ~179° 06152 yr 0723 3.39 0.007
Eanh 12,756 59827 552 039 1.00 235 1.000 yr 1.000 0.00 0.017
Mars 6788 6441260 39 0.5 1.02 25%0 1.881 yr 1.524 1.85 0.093
Jupiter 137,400 1.90(30) 1.40 0.44 0.41 k4] 11.86 yr 5.203 131 0.048
Saturn 115,100 5.69(29) 071 0.46 0.43 267 29.46 yr 9.54 2.49 0.056
Uranus 50,100 8.76(28) 1.32 0.56 0.45R 9779 84.0 yr 19.18 077 0.047
Neptune 49,400 1.03(29) 1.63 051 0.6 288 164.8 yr 30.07 178 0.008
Pluto 5800 6.6 {26) 6? 0.13 6.4 ? 284.4 yr 39.44 1717 0.249
Moon 3476 73525 334 0115 273 7 27.3 384 18-29° 0.055
Phobos 18 % 22 ? ? 0.06 4 ? 0.319 9 "1 0.021
Deimos 12x13 ? H 0.06 ? H 1.26 23 16 0.003
(1) Ceres 800 12240 45 01 0.38 ? 1,681 2.767 A.U. 106 0.079
(2) Paltas 490 t ? 0.7 0.47 ? 1,684 2.767 AU. 34%8 0.235
3) Juno 250 ? ? 0.2? 0.30 41°® 1,594 2670 A.U. 130 0.256
{4) Vesta 490 24231 ,397 025! 022 5% 1,325 2361 AU 7 0.088
o 3,500 8.0 (25) 36 092 1.769 ? 1.769 422 0’03 <0.01
)i Europa 3,100 5.0 (25) 32 083 3.551 ? 3.551 671 5 <001
M Ganymede 5000 16512600 25 049 7.155 ? 7.155 1,070 02 <0.01
WV Caliisto 4900 1.02(26) 1.7 026  16.689 ? 16.689 1.883 03 <001
v 170 ? H ? ? ? 0.498 181 04 0.003
m 130t 4 1 4 ? ? 250 11,470 28° 0.158
v 442 ? ? ? ? ? 260 11,740 26° 0.206
il 122 ? ? ? ? ? 737 23,500 33°R 0.40
[ 142 ? ? ? ? ? 758 23,700 25°R 0.27
x 141 ? H 1 ? ? 255 11,850 28% 0.135
)Xt 167 4 ? ? ? ? 692 22,560 16'5R 0.207
xu 127 ? 4 ? ? ? 631 21,200 33%R 016
St Mimas 9007 3.7 22 0.17  0.49 ? ? 0.942 186 1's 0.020
SHl Enceladus 550 7.2(22) 08! 054 ? 7 1.370 238 002 0.004
S Tethys 1,200 6.6 (23) 0.7 084 ? ? 1.887 295 ] 0.0
SIV Dione 820 103240 36 094 ? 1 2.737 377 002 0.002
SV Rhea 1,300 1.5 (24) 1.3 082 ? ? 4518 527 0’3 0.001
SVI Titan 4,850 137(26) 23 021  15.95 ? 15.95 1.222 03 0029
SVII Hyperion 3507 4 ? ? i H 21.28 1,481 0.5 0.104
SVIIl lapetus 1,150 1.5 (24) 1.9 ? ? ? 79.33 3.560 147 0.028
SIX Phoebe 2607 ? ? 1 ? ? 550.4 12,950 30R 0.163
SX Janus 3700 ? ? H ? H ? 160¢ ~0 ~0
Ut Ariel 1,470 ? ? ? t ? 2,520 192 0.0 0.003
Ul Umbriel 9607 ? ? ? ? ? 4.144 267 0.0 0.004
Uil Titania 1,760 ? ? ? 3 ? 8.706 438 0.0 0.0024
UIV Oberon 1,600! ? ? ? ? ? 13.463 586 00 0.0007
UV Miranda 550t ? 4 1 1 ? 1.414 128 0.0 <0.01
NI Triton 3,800 1.4 (26) 49 036 ? ? 5.877 353 20.1R 00
NIl Nereid 5407 ? 4 ? 4 H 360 5.600 275 0.76
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gardening of top layer by meteoritic impacts). mass density is
3.34 g/cm®, surface gravity is 102 cm/s?, surface temperature
102°K — 384°K, albedo 0.051 — 0.176, sunlight is 1370 W/m?.

Venus has a very dense atmosphere (surface pressure of 90 bars)
composed mainly of CO,, clouds formed by micron sized droplets of
sulfuric acid are prominent. An ionosphere is present, but no
magnetosphere because of the absence of magnetic field. The
surface morphology is dominated by plate tectonics and craters
from impact and volcanic origin. As shown by the S/C Magellan
impact features are abundant despite the presence of a thick
atmosphere. The cloud layer is opaque to most of the solar
spectrum. Due to a strong greenhouse effect (CO,) the surface
temperature is very high (740°K). The mass density is 5.2,g/cm®,
surface gravity 877 cm/s?. .

Mercury has very faint atmosphere (He,H,Ar), a small magnetic
field exists with evidence of a small magnetosphere extending to
1.5 planetary radii, but without trapped particles. The surface
morphology is similar to the surface of the moon with the presence
of a regolith and numerous impact craters. The solar flux is high
at 0.38 AU: 9260 W/m?. The mass density is 5.4 g/cm® and surface
gravity 370 cm/sZ.

Mars has a thin atmosphere (surface pressure of 5 mbar), composed
mainly of CO,; meteorological phenomena are present with variations
of atmospheric pressure, temperature, occurrence of winds
responsible for dust storms. Most of these phenomena are driven
by season condensation and evaporation of CO, on the polar regions.
The surface morphology is dominated by a large variety of
features: craters and cratered terrains, fossil fluvial features,
tectonic evidence, volcanoes and riles, terraced polar regions,
regolith, There is no evidence of magnetic field and
magnetosphere. Average solar irradiation is 590 W/m? and surface
temperature varies between 130°K and 300°K. The mass density is
3.93 g/cm® and surface gravity 372.5 cm/s?. Two satellites,
probably captured asteroids, circle the planet (Phobos 13x10 km,
Deimos 7.5x6 km). The surface of these satellites is heavily
cratered.

Jupiter is the largest planet of the solar system (1/1000 of solar
mass), its mass density is only 1.32 g/cm®, thus implying a
relatively small solid core (iron-silicate), surrounded by liquid
hydrogen. The atmosphere of Jupiter is composed primarily of H,
(90%) and He; its outer layer is characterized by a complex cloud

structure, mainly aqueous NH; solution and solid NH,. The
atmosphere is dynamically very active: zonal currents, equatorial
features, great red spot. A thick ionosphere (3500 km) is

present. Jupiter has a strong and complex magnetic field (4.2 G
at 1 jovian radius), its effect is felt as far as Saturn. It is
represented commonly as an offset tilted dipole. Consequently the
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magnetosphere of Jupiter 1is very large, with a magnetopause
extending to 50-100 jovian radii. Charged particles in the
vicinity of Jupiter are of major concern for space missions around
the planet; more details are given in [Refs. 1, 14].

Jupiter is circled by a large number of natural satellites,

the most important being the four galilean satellites: Io,
Europa, Ganymede and Callisto. Io has active volcanoes, Callisto
is heavily cratered [Ref. 35]. A ring of particles has been

discovered by one of the Voyager missions. Details will be given
later (Section 5.6).

* Saturn is the second largest of outer planets. Saturn is gaseous
outside its core (metallic hydrogen) and so, there is no surface.
Its atmosphere is composed of H, (94%) and He (about 6%). The
presence of a magnetic field implies the presence of a

magnetosphere as measured by the Pioneer and Voyager s/c. In
terms of particle intensities the magnetosphere of Saturn is
between Jupiter and Earth in general character [Ref. 1]. Several

satellites, some of them with a large number of craters (Ilapetus),
orbit the planet.

The best known and most impressive feature of Saturn is its
rings. The Voyager imager showed their enormously detailed
structure, consisting of hundreds of small rings. There is
probably a continuum of body sizes from the resolved satellites to
the ring particles. More details will be given in section 5.6.

¢ Uranus has also a distinctive ring system composed of nine faint
structures. At this distance from the sun (19 AU) the solar wind
progressively merges into the interstellar medium (proton and
electron number density 0.014 cm®) and the solar flux is only 3.8
W/m?. There is evidence for a magnetic field and a magnetosphere.
Fifteen satellites circle the planet.

¢« Most of the data on Neptune and Pluto are still largely
inaccurate, details are given on [Ref. 1].

Because they are directly connected with the particulate environment more
details will be given in the following paragraphs on asteroids, comets and
meteorites.

4.3. ASTEROIDS

They are small planets orbiting the sun mostly between the orbit of Mars
and the orbit of Jupiter. Inclination on the ecliptic plane is generally
low. The largest is Ceres (discovered in 1801), more than 2000 asteroids
have been catalogued. An information source is mainly the Tucson revised
index of asteroid data (TRIAD), a computer file from the University of
Arizona, based on telescopic observations [Refs. 28, 29] (see Table 2).
Orbits of asteroids are classified according to semi-major axis,
eccentricity, and inclination. It 1is possible to distinguish several
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Table 2: Dynamic properties and other data for selected asteroids
[Ref. 1}.
Approxi- | Opposi-t
mate ion Orbital
Year of Diameter ] Magni-tu period
Number Name Discovery (km) de a (year) . i Type
1 Ceres 1801 1'02 7.79 | 2.767 4.6 0.0802 10.60 [
2 Pallas 1802 " 583 8.46 | 2.773 4.61 0.2394 34.82 u
3 Juno 1804 . 249 9.0 2.671 4.36 0.2574 13.0% S
4 Vesta 1807 555 6.5 2.361 3.63 0.0889 7.1hA u
5 Astraea 1845 116 11.3 2.577 4.13 0.1862 5.33 S
6 Hebe 1847 206 9.5 2.424 3.77 0.2019 11.65 S
7 Iris 1847 222 9.2 2,386 3.69 0.2309 5.47 s
8 Flora 1847 160 9.7 2.201 3.27 0.1567 5.88 S
9 Metis 1848 168 10.0 2.387 3.69 0.1233 5.60 S
12 Victoria 1850 135 10.8 2.334 3.57 0.2190 8.38 S
15 Eunomia 1851 261 9.5 2.642 4.30 0.1870 11.76 s
18 Melpomene 1852 164 5.8 2.296 3.48 0.2176 10.15 S
20 Massalia 8152 140 10.2 2.409 3.74 0.1426 0.68 s
192 Nausikaa 1879 99 11.0 2.403 3.72 0.2445 6.87 S
324 Bamberga 1892 256 1.3 2.685 %.39 0.3346 11.30 C
387 Aquitania 1894 113 10.7 2.74 &.53 0.2383 17.97 S
433 Eros 1898 20 7.2 1.458 1.76 0.2230 10.83 S

families, separated by gaps: the Kirkwood gaps, which are orbital periods
harmonic of the Jupiter period (Fig. 1). The main families are:

Apollo-Amor, Hungarias, Floras, Nysa.
Main Belt, Eos, Hilda, Hyriyamas.
Earth crossers: Aten (3) a< 1AU
Apollo (23) a>=~1AU7
Amor(10) 1.07 <a<2 AU
Mars crossers.
Trojans: Cluster near two of the Lagrangian points of 3-body
stabilities in the Sun-Jupiter system (1000).

Some asteroids are on exceptional orbits: Chiron with a semi-major

axis of a=13.7 AU, Pallas with an inclination of 1 = 34.8°. The total mass
of asteroids is: 3 10%! KG (1/20 mass of the Moon). Among the largest

are:

Ceres (D = 987 km), mass: 1.10%! kg, Pallas (D = 538 km), Vesta
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Fig. 1: Distribution of asteroid orbits.

(D = 544 km). The asteroids are divided in several classes, according to
Visible and IR spectra and to polarimetry measurements [Refs. 30, 36]
(Fig. 2):

C similar to carbonaceous chondrites

S similar to stony iron meteorites

M similar to nickel iron enstatit